
CSCI 658

DISCRETE OPTIMIZATION

Course Syllabus—Fall 2024

MWF 10-10:50 a.m. Jones Hall 113

INSTRUCTOR: Rex K. Kincaid
Office—126 Hugh Jones Hall
Email—rrkinc@wm.edu

PREREQUISITES: Csci 520 and Csci 628 or their equivalent (linear programming
theory, rudimentary compelxity theory and C programming).

DESCRIPTION: Discrete optimization problems are those problems with decisions
that are logical (yes/no) or countable. Both exact and heuristic methods for dis-
crete optimization models will be presented in the course. Topics include relaxation
techniques, constructive heuristics, improving search techniques (simplex method, sim-
ulated annealing, tabu search and genetic algorithms), branch and bound schemes, and
valid inequalites for branch and cut methods.

KEY DATES: The add/drop deadline is September 9 and the withdraw deadline
is October 28. No classes on September 2 (Labor Day), October 10-13 (Fall Break),
November 5 (Election Day), and November 27 - December 1 (Thanksgiving). The final
exam is on Tuesday, December 10 from 2-5 p.m..

TOPIC OUTLINE:

1. Basic Discrete Optimization Methods [14 lectures] (Ra Ch.11,12, Luke Ch. 1,2)
(a) Enumeration and Relaxations

(b) Strengthening Relaxations
(c) Branch and Bound

(d) Refinements to Branch and Bound
(e) Gradient Based Optmization (Luke Ch.1)

(f) Single State Methods (Luke Ch.2)

(e) Improving Search Heuristics
(f) Constructive Heuristics

2. Extending Discrete Improving Search [9 lectures]
(a) Simulated Annealing (JAMS, Ra Ch.12)

(b) Tabu Search (GL, Gl, Ra Ch.12)
(c) Genetic Algorithms (B, G)

Midterm Exam tentatively scheduled for October 23, 2024

3. Lagrangean Relaxation [8 lectures] (PR Ch.5, Be)

(a) Introduction
(b) Exposition

(c) Choosing Lagrange Multipliers



4. Matroids and Integer Solvability of ILPs [5 lectures]
(a) Matroids (PR Ch 3.1-3.4)
(b) Submodular Functions (PR 3.7)
(c) Unimodularity and Total Dual Integrality (PR 4.2)

5. Connections with Reinforcement Learning [2 lectures] (RL-TS, RL-TS2)

Comprehensive Final Exam: Tuesday, December 10 (2-5 p.m.)

GRADES:

There will be a midterm exam and a final exam. The final exam is scheduled for
Tuesday, December 10 from 2 p.m. until 5 p.m.. Each exam will count 35 % of the
final course grade. The exams will be open notes. Homework assignments will be given
periodically throughout the semester and together will count 30 % of the final course
grade. Some homework assignments will involve C programming and the use of AMPL
and linear programming software.
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