Theorem If X; ~ Poisson(y;), for i =1,2,...,n, and X3, Xs,..., X, are mutually indepen-
dent random variables, then

ZXZ- ~ Poisson (Z m) .
i=1 i=1
Proof The moment generating function of X; is
My,(t) = E[e™]
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for —oo <t < oo and i = 1,2,...,n. Since the moment generating function of a sum of

mutually independent random variables is the product of their moment generating functions,
Mx 1 xp4ix, (1) = [ Mx.(t)
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for —oo < t < oo. This moment generating function is recognized as that of a Poisson
random variable with mean 7 ; ;.

APPL illustration: The APPL statements

X1 := PoissonRV(mul);
X2 := PoissonRV(mu2);
simplify (MGF(X1) * MGF(X2));

yields the appropriate moment generating function
Mx,1x,(t) = elhatr2)(e—1) —o00<t<o0

for n = 2. The result holds for larger values of n by induction.



