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S tudying the difference between budgeted 

(also known as “planned” or “standard”) and 

actual numbers in a single period is a ubiq-

uitous method in accounting and finance 

used in the variance analysis of various busi-

ness performance metrics, such as cost, efficiency, pro-

ductivity, profit, revenue, and so forth. Its application can 

be commonly found in disciplines such as marketing and 

operations management and in various industries such as 

air travel, construction, healthcare, and hospitality.1

While the definition of variance analysis is generally ac-

cepted, determining the appropriate criteria and frameworks 

to account for it has long provided challenges for academics 

and practitioners alike. As a result, the search for better 

alternatives to existing models continues, with justification 

such as “…the textbook example is solved by arbitrarily 

adding the joint variance to the price variance. There is no 

theoretical justification for so doing” and “…the conven-

tional two-variance analysis (price and quantity) inflates vari-

ances in three of the four possible economic situations.”2

There may never be a universally accepted “best” vari-

ance analysis model since there is “…no objective way of 
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generalizing which type of cost system was ‘best’ for 

control purposes” and “The plain fact is that compe-

tent managements use a variety of cost constructions 

for control purposes, and each may find merit in its 

own system.”3 So it is not surprising that undergrad-

uate students may have difficulties grasping variance 

analysis of complex cost scenarios, let alone simple, 

common cases.4

Our goal here is to provide a variance analysis 

model that can be used in light of a company’s strate-

gic goals with respect to the number and combination 

of its responsibility centers.5 This does not mean we 

are suggesting an ultimate, universal set of models, 

but one that we believe can be used when a primary 

goal is to evaluate the performance of accountable  

decision makers.

Consider two-variable revenue, in which the  

difference between budgeted and actual revenues is 

allocated to differences in unit price (price variance) 

and quantity sold (quantity variance). Figure 1 shows 

a general model for revenue variance, with budgeted 

price pb, budgeted quantity sold (qb), actual price (pa), 

and actual quantity sold (qa).

The area of the outer rectangle depicts actual rev-

enue, the area of the inner (black) rectangle depicts 

budgeted revenue, and the difference (white area)  

depicts the revenue to be decomposed into price  

variance and quantity variance. Building from this, 

Figure 2 depicts the common starting point of the ex-

isting models in the literature. The difference of any 

variable x is calculated as ∆x = xa − xb.

Existing models incorporate some form of joint 

variance similar to the depiction in Figure 2, with the 

debate over the past 100 years centering around its 

allocation. In mature or manufacturing settings, this 

joint variance may be relatively small compared to 

the primary variances. In growth and marketing set-

tings, however, the joint variance (and impacts of its 

misallocation) can be significant.6 Existing models are 

generated by allocating entire joint variance(s) to a sin-

gle variable, often without justification. Assuming the 

general goal of variance analysis is to identify underly-

ing causes of variation and help determine actionable 

steps for improvement, inaccurate variance models can 

provide misleading results.

The purpose of this article is to address issues that 

can arise when joint variance is misallocated, resulting 

in inaccurate variances. We do so by presenting an 

algorithm and certain resulting models that do not ex-

plicitly consider joint variance at all. Instead, we gen-

erate models in a logical fashion by incorporating the 

concept of responsibility centers and eliminating the 

need for arbitrary allocation of joint variance(s).

Through presentation of existing and proposed 

models with numerical examples, we demonstrate the 

consequences of using existing general models for 

Figure 1: General Model for Revenue Variance
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companies with different numbers and combinations 

of responsibility centers. While the proposed models 

are shown in the contexts of two-variable revenue, 

three-variable spending, and six-variable profit, the 

underlying mathematics can easily be applied to all 

aspects of variance analysis (as well as period-over- 

period horizontal analysis) with any number of asso-

ciated variables. Our approach to generating variance 

analysis models is based on the concept of flexible 

budgeting, the use of which with variance analysis  

calculations is common.7

In general, prior studies and writings on variance 

analysis have focused on price and quantity using 

analytical, graphical, and applied works with re-

gard to cost accounting. Early works defined price 

variance, quantity variance, joint variance, and net 

variance for two-variable models.8 These defini-

tions and calculations are relevant to manufacturing 

overhead calculations. Graphically, these variances 

are depicted similarly to Figure 2. In addition, prior 

works tend to stop at two-variable product models 

with little consideration of higher-level models, such 

as including a third variable (e.g., foreign exchange 

rate). Such higher-order variance analysis works that 

delve into models with more than three variables are 

rare.9 We find this surprising, as any multinational 

manufacturing company would be converting foreign 

revenues and spending to domestic currency. This 

would be achieved by incorporating the exchange 

rate into two-variance revenue and three-variable  

direct costs, resulting in three- and four-variable 

products, respectively.

MODEL GENERATION

Our original models are based on two generally held 

premises of budget variance analysis. First, “…it is 

important to designate the portion of the total variance 

that is attributable to each manager.”10 In other words, 

models should be a function of the number and com-

bination of responsibility centers. To account for the 

possibility that for an n-variable product, there  

may be any of 0, 1, 2, … , n responsibility centers,  

n + 1 general-form models (i.e., one for zero responsi-

bility centers, one for one responsibility center, etc.) 

can be generated. More specifically, 2n models can be 

generated accounting for all possible combinations of 

n variables, each of which is or is not attributed to a 

responsibility center.

As we will demonstrate in the next sections, the 

zero- and n-responsibility center models are the same. 

Therefore, for an n-variable product, there are 2n − 1 

unique, final models. We are unaware of any existing 

models derived explicitly from this premise.

Second, a flexible budget is an estimate of what 

revenue and costs should have been had managers 

known the actual value of variables not assigned to 

Figure 2: Intermediate Model for Revenue Variance
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their respective responsibility centers in advance. 

Robert Kaplan, a leading expert on the topic of vari-

ance analysis, states, “…managers expect that many 

of their indirect and support expenses should be 

managed or controlled based on actual activity levels 

during the period.”11 We refer to this as “Kaplan’s 

premise.” Given this, our models are generated such 

that the variance of a variable that is attributed to a 

responsibility center will be calculated using the actual 

value of the variable(s) not attributed to a responsibil-

ity center. A corollary is that the variance of a variable 

that is not attributed to a responsibility center will be 

calculated using the budgeted value of the variable(s) 

that is (are) attributed to a responsibility center.

Note that there may be cases where the latter 

premise is debatable, such as demand being a function 

of price. It may not be reasonable to expect a sales 

department to meet its respective budget of units 

sold if that selling price increases. That said, we adopt 

Kaplan’s premise and acknowledge circumstances 

under which it may not be appropriate.

In generating the most commonly used revenue 

variance model (discussed in the next section,  

“Two-Variable Product Variances”), quantity variance 

is calculated using the budgeted value of price. The 

quantity variable is then “flexed” from its budgeted 

to actual value to calculate price variance. Considering 

Kaplan’s premise, this suggests that there is a respon-

sibility center for setting unit price, but not one for 

sales. Thus, with a two-variable product, there is one 

flexing step. It is easy to show that for an n-variable 

product there will be n − 1 flexing steps. In generating 

our models, we follow the general procedure of  

calculating a variance, flexing the respective variable, 

calculating another variance, flexing the respective 

variable, etc., until all variances have been calculated.

Note that for a two-variable product with one re-

sponsibility center, there will be only one model that 

satisfies the above requirements. For all other cases of 

n ≥ 2, there will be multiple possible models resulting 

from the different orders in which the variances are 

calculated and variables are flexed. In these cases, the 

final model is calculated as the average of all the pos-

sible applicable models. This addresses an outstanding 

issue related to the order in which variables are flexed 

to generate a model.12 We assume no preference for 

the order in which variables are flexed, other than all 

those not assigned to a responsibility center are flexed 

before all those that are.

The algorithm used for generating our models (the 

Algorithm) is presented in the appendix and demon-

strated with a three-variable, one-responsibility center 

example. Results for the specific cases of two-variable 

revenue, three-variable spending, and five-variable 

profit are in the following sections of this article. The 

original algorithm; the general results for two, three 

and four-variable products; and a numerical example 

are available online.13

TWO-VARIABLE PRODUCT VARIANCES

The two-variable case is presented in the context 

of revenue variance, incorporating unit price p and 

quantity sold q. Subscripts a and b denote actual and 

budgeted values, respectively. The difference of any 

variable x is calculated as ∆x = xa − xb. The average of 

any variable x is calculated as x¯ = (xa + xb) / 2.

Where applicable, the company’s marketing depart-

ment is responsible for determining unit price, while 

the sales department is responsible for quantity sold. 

Such a setting would occur in practice when manage-

ment would like to retrospectively assign how much 

of the difference in revenue is associated with a dif-

ference in unit price and how much is associated with 

a difference in quantity sold. This partitioning would 

help management assess the relative impacts of the 

marketing and sales departments with respect to  

difference in revenue. Using the Algorithm, we  

generate the 22 − 1 = 3 unique, final models used for  

the two-variable revenue case and present them in 

Table 1. A numerical example and a discussion follow.

Model 1A (Figure 3) is the same as what is most 

commonly found in the research literature and intro-

ductory textbooks. It is equivalent to allocating the 

entire joint variance to price variance. Given our two 

premises, we propose this as a reasonable model to use 

when the marketing department is the only respon-

sibility center. An example would be a company with 

pricing power but where the number of units sold is 

determined by the market, given the marketing de-

partment’s choice of price.
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As depicted in Figure 4, Model 1B is equivalent to 

a model found by allocating the entire joint variance 

to quantity variance. We propose this as a reasonable 

model to use when the sales department is the only 

responsibility center. An example would be a company 

selling a pure commodity and with no pricing power. 

Such a company can decide how much supply to make 

available for sale (or more simply, only meet exact 

demand that has been determined with preorders), 

assuming that all that is supplied will be sold at the 

spot price.

In addition to being final models for the cases 

previously discussed, Models 1A and 1B are the two 

intermediate models used to generate Model 1C (see 

Figure 5). We propose this as a reasonable model to 

use when both the sales and marketing departments 

are responsibility centers. An example would be a 

company that belongs to a cartel and has pricing power 

as well as the ability to decide how much supply to 

make available.

Interestingly, Model 1C can also be appropriate for 

when there are no responsibility centers. An example 

would be a company selling a commodity where nei-

ther the selling price nor the supply is under the direct 

control of the company. Consider a company that owns 

solar panels and sells all collected energy to an energy 

grid for distribution to end users. The spot price is 

set by either the market or the distributor, and the 

amount of sunlight available to be collected is deter-

mined by weather and time of day. 

Table 1: Variance Models for Two-Variable Revenue

Figure 3: Revenue Variance for Marketing Responsibility Center
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A benefit of using variance analysis for such a sce-

nario where none of the variables can be influenced by 

a decision maker is to determine if it may be economi-

cal to create a responsibility center for one (or both) of 

the variables in the future. If analysis reveals a signifi-

cant price variance, for example, it may be worthwhile 

to hire an expert to negotiate pricing contracts rather 

than be at the mercy of the market.

Example 1. For discussion purposes, we provide  

a numerical example using the parameters in  

Table 2. Note that Case 2 is the mirror image of  

Case 1—simply that the budgeted and actual parame-

ters are switched.

Using the models in Table 1, we obtain the results 

shown in Table 3. The labels in Table 3 correspond to 

the models in Table 1.

Consider an interpretation of the results using 

Model 1C. In Case 1, the $1,200 revenue variance 

can be broken down as $150 due to the difference in 

unit price and $1,050 due to the difference in quantity 

sold. Stated in another fashion, one-eighth of the in-

crease in revenue ($150 / $1,200) can be attributed to 

Figure 4: Revenue Variance for Sales Responsibility Center 

Figure 5: Revenue Variance for Marketing and Sales Responsibility Centers
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the difference in unit price, and seven-eighths of the 

increase in revenue ($1,050 / $1,200) can be attributed 

to the difference in the quantity sold.

Note the nontrivial differences in each variance 

resulting from using the single responsibility center 

models (1A and 1B). Using Case 1 as an example, 

consider the price variances of $200 and $100. The 

difference demonstrates the issue that can arise when 

multiple models are available to calculate a variance. 

Assuming that Model 1B is an appropriate model to 

use when the sales department is the only responsibil-

ity center, using Model 1A results in a 100% increase 

from the appropriate price variance. This specific issue 

is common in practice since Model 1A is generally 

adopted to be used for cases of two-variable revenue 

variance analysis. Similar issues may arise when a com-

pany is using a single-responsibility center model but 

could be using Model 1C in the cases where neither or 

both the marketing and sales departments are respon-

sibility centers.

Also, compare the values of a variable’s variance 

between the two cases. Given the cases are mirror 

Table 2: Parameters for Two-Variable Revenue Example

Table 3: Results of Two-Variable Revenue Example
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images, we might intuitively expect that each Case 2 

variance would be of equal magnitude, but opposite 

sign, of its respective Case 1 variance. Using Model 

1A as an example, we might expect the price variance 

for Case 2, ($100), to be the additive inverse of the 

price variance for Case 1, $200, but this is not the case. 

This property is seen with Model 1C, but with neither 

Model 1A nor 1B. This can be explained analytically 

and relies on Kaplan’s premise. Should this premise 

not be applicable for a company, a case can be made 

that, because of the asymmetrical forms of Models 

1A and 1B, it might be appropriate for all cases of 

two-variable variance analysis for that particular com-

pany to use Model 1C.

In regard to the general form of the two single- 

responsibility center models using Model 1A, note 

that each of qa and pb appears in both variances as  

either part of a difference or as itself. Yet qb only  

appears in the quantity variance as part of ∆q, and pa 

only appears in the price variance as part of ∆p. The 

implications of this are that a change in qa or pb results 

in a change in both component variances, but a change 

in qb or pa results in a change in only one component 

variance. An analogous pattern is seen with Model 

1B. Conversely, with Model 1C a change in any one 

of pa, pb, qa, and qb results in a change in both compo-

nent variances. These characteristics also result from 

adopting Kaplan’s premise. Again, should this not be 

applicable for a company, or if the company wants a 

change in any of the variables’ values to be reflected 

by a change in all variances, there is justification that 

Model 1C may be used for all cases of two-variable 

product variance analysis.

Finally, note that the decision of which model to 

use may be based on desired emphasis of one vari-

ance over the other. For example, Model 1A would 

be used to emphasize price variance as it shows both 

greater contribution in the case of increased revenue 

and at the same time lesser detraction in the case of 

decreased revenue. By similar reasoning, Model 1B 

would be used to emphasize quantity variance. 

The implications for evaluating performance,  

determining executive compensation, or valuing a 

company are obvious. Anyone standing to benefit from 

the appearance of improved pricing will use Model 

1A, while those who benefit from the appearance of 

improved sales will prefer the results from Model 1B. 

Conversely, Model 1C does not have a predetermined 

emphasis toward either variance. Its selection may be 

based on the desire for gaining neutral, unbiased in-

sight, and/or when Kaplan’s premise is not applicable.

THREE-VARIABLE PRODUCT VARIANCES

We present the three-variable case as a spending 

example that would appear in a direct materials pur-

chases budget of a company. This includes unit cost or 

c (price per unit of input paid by the company), usage 

or u (units of input used per unit of output), and quan-

tity or q (units of output produced and assumed to be 

sold). Subscripts a and b denote actual and budgeted 

values, respectively. The difference of any variable x is 

calculated as ∆x = xa − xb. The average of any variable 

x is calculated as x¯ = (xa + xb) / 2.

Where the responsibility centers exist, the pur-

chasing department is responsible for unit cost, the 

production department is responsible for usage, and 

the sales department is responsible for quantity. For 

this example, we will show how to generate all pos-

sible models for the case of three-variable spending 

variance analysis. 

To begin, there are six (n! = 3! = 6) possible inter-

mediate models for a three-variable product, generated 

using the Algorithm. These are found by assuming 

three (or zero) responsibility centers and performing 

steps 1 through 9 (see Table 4).

Table 5 lists the intermediate variance models  

in Table 4 used in the generation of the seven  

(23 – 1 = 7) unique, final models for all possible num-

bers and combinations of responsibility centers. For 

example, to generate the variance analysis model for 

the case of the production department being the only 

responsibility center, using the Algorithm will result in 

first generating Intermediate Models 4C and 4D. Note 

that in both models, (1) usage variance is calculated 

using only the actual value of unit cost and quantity, 

and (2) unit cost and quantity variances are calculated 

using only the budgeted value of usage. The Algorithm 

then requires taking the average of these two interme-

diate models, yielding Model 6B. That and all other 

unique final models are shown in Table 6.
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Example 2. Next, let us look at a numerical exam-

ple. Table 7 contains the parameters. Note that Case 

2 is the mirror image of Case 1—the budgeted and 

actual parameters are switched. Using the models in 

Table 6, we obtain the results shown in Table 8. The 

labels in Table 8 correspond to the models in Table 6.

The same insights from the two-variable example 

can be gained from the three-variable example. First, 

there can be nontrivial differences between calculated 

and true variances if multiple models are used. Second, 

given the asymmetrical forms of Models 6A-6F, a case 

can be made for using the n-responsibility center model 

(Model 6G) for all cases of three-variable variance analy-

sis. Third, the only model for which changing the value 

of one variable (either actual or budgeted) changes the 

variance of all variables is the n-responsibility center 

model (Model 6G). Finally, any of Models 6A-6F can 

be chosen with the goal of emphasizing one or more 

variances over another, but the n-responsibility center 

model (6G) does not have a predetermined bias toward 

any variance.

The three-variable example leads to a new insight: 

If the actual value of a variable x equals its budgeted 

value (xa = xb = x), the three-variable model reduces 

to its respective two-variable model, scaled by x. 

Consider the following examples using Model 6B, a 

three-variable, one-responsibility center (the purchas-

ing department) model.

1. If ca = cb = c, then unit cost variance = 0, usage 

variance = ∆uqac, and quantity variance = ∆qubc . This 

is a two-variable, one-responsibility center model of 

the same form as Models 1A and 1B, scaled by c. 

2. If ua = ub = u, then unit cost variance = ∆cq¯u, 

usage variance = 0, and quantity variance = ∆qc¯u. This 

is a two-variable, zero-responsibility center model of 

the same form as Model 1C, scaled by c. 

Table 4: Intermediate Variance Models for Spending

Table 5: Intermediate Variance Models Included for Final Model Determination
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3. If qa = qb = q, then unit cost variance = ∆cubq, 

usage variance = ∆ucaq, and quantity variance = 0. This 

is a two-variable, one-responsibility center model of 

the same form as Models 1A and 1B, scaled by q.

The underlying mathematics of this three-variable 

spending example are applicable to any three-variable 

product case. Another application would be revenue, 

by incorporating exchange rate on unit price in the 

example presented in the “Two-Variable Product 

Variances” section. Similarly, the spending case in this 

section could be expanded to a four-variable case by 

incorporating exchange rate on unit cost. Both these 

cases would be of obvious interest to a multinational 

corporation.

Table 6: Variance Models for Three-Variable Spending

Table 7: Parameters for Three-Variable Spending Example
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PROFIT VARIANCES

To demonstrate the additive properties of the models 

with a profit function, we will use the two-variable 

revenue case, the three-variable spending case, and 

another, new three-variable spending case that would 

appear in a direct labor cost budget of a company. 

For the new case, we use labor rate or l (price of 

labor per unit of production time), production time 

or t (units of production time required per unit of 

output), and quantity or q (units of output produced). 

Subscripts a and b denote actual and budgeted val-

ues, respectively. Without loss of generality, we omit 

factory variable overhead for the sake of brevity. We 

assume that all units produced are also sold, meaning 

the quantity used for expense calculations is the same 

as the quantity used for revenue calculations. The 

result is the profit function π(c, l, p, q, t, u) = pq − (cuq 

+ ltq). We use the n-responsibility center models for 

demonstration purposes. Subtracting Model 6G and 

the analogous model for direct labor cost from Model 

1C yields the variance model in Table 9.

Consider the following generalizations based on 

that example: For products, a change in any of the 

component variables’ actual or budgeted value results 

in a change in all the component variables’ variances. 

For sums, this is not the case. For example, a change 

in actual unit cost results in a change in both usage 

and quantity variances, but not in any variances of unit 

price, labor rate, or production time.

A change in actual or budgeted quantity results in a 

change of all variances only because it appears in every 

product in the profit function. Likewise, a change in 

actual or budgeted value of any of the other five vari-

ables will result in a change in quantity variance. 

With the negative sign on the unit cost, usage, 

labor rate, and production time variances, a positive 

Table 8: Results of Three-Variable Spending Example
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difference (i.e., actual value is greater than budgeted 

value) results in a negative variance. This is logically 

consistent with the concept of an unfavorable result,  

as would be the case with a negative difference (i.e., 

actual value is less than budgeted value) in unit price 

also resulting in a negative variance.14

GENERATING n-VARIABLE MODELS 

Companies are using budget variance analysis mod-

els that are often based on the arbitrary allocation 

of joint variance. We showed the negative implica-

tions of companies with different numbers and/or 

combinations of responsibility centers using existing 

variance analysis models. To overcome this, we used 

an algorithm (the Algorithm) to be used to generate 

n-variable models for all possible numbers and com-

binations of responsibility centers in the companies. 

The models were presented in the context of bud-

geted vs. actual amounts in a single period, with the 

underlying mathematics easily applied to other forms 

of analysis such as period-over-period comparisons 

(horizontal analysis). n 
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Appendix: Algorithm for Generating Models

Generally, the Algorithm begins with all variables set to their budgeted values. It progressively 
alters each variable (those of nonresponsibility centers first) to its actual value once the respective 
variance has been calculated.

We will demonstrate the Algorithm using a three-variable product w(x, y, z) = xyz, where x and 
y are variables that are not attributed to a responsibility center and z is a variable that is attributed 
to a responsibility center. Each variable can take on two values, actual and budgeted (denoted by 
subscripts a and b, respectively). The difference of any variable x is calculated as ∆x = xa − xb.  
The average of any variable x is calculated as x¯ = (xa + xb) / 2. (The Algorithm is illustrated by the 
bulleted items.)

1. Begin a new intermediate model with all variables taking on their respective budgeted val-
ues:

• xb, yb, and zb
2. Select a variable that is not attributed to a responsibility center. If there are none, select a 

remaining variable:
• Select x
3. Calculate the variance for the selected variable as its difference multiplied by the product of 

the budgeted values of the remaining n − 1 variables:
• Calculate x variance as (xa − xb)ybzb = ∆xybzb
4. Update the value of the selected variable to its actual value, to be used in subsequent  

calculations:
• xb is updated to xa while yb and zb remain unchanged
5. Select a variable that is not attributed to a responsibility center whose variance has not yet 

been calculated. If there are none, select a remaining variable for which a variance has not yet 
been calculated:

• Select y
6. For this newly elected variable, calculate its variance as its difference multiplied by the  

product of the values of the remaining n − 1 variables:
• Calculate y variance as (ya − yb)xazb = ∆yxazb
7. Update the value of the newly selected variable to its actual value, to be used in subsequent 

calculations:
• yb is updated to ya while xa and zb remain unchanged
8. Repeat steps 5 through 7 until a variance has been calculated for each variable. This set of 

variances comprises the given intermediate model:
• Step 5 (second pass): select z
• Step 6 (second pass): z variance = ∆zxaya
• Step 7 (second pass): zb is updated to za while xa and ya remain unchanged
• Intermediate Model A: x variance = ∆xybzb, y variance = ∆yxazb, and z variance = ∆zxaya
9. Repeat steps 1 through 8 until all intermediate models have been generated:
• Step 1: xb, yb, and zb
• Step 2: Select y
• Step 3: Calculate y variance as (ya − yb)xbxb = ∆yxbzb
• Step 4: yb is updated to ya while xb and zb remain unchanged
• Step 5: Select x
• Step 6: x variance = ∆xyazb
• Step 7: xb is updated to xa while ya and zb remain unchanged
• Step 8:
  o Step 5 (second pass): Select z
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 o Step 6 (second pass): z variance = ∆zxaya
  o Step 7 (second pass): zb is updated to za while xa and ya remain unchanged
 o Intermediate Model B: x variance = ∆xybzb, y variance = ∆yxazb, and z variance = ∆zxaya

10. For each variable, calculate its variance as the average of its respective variances from the 
intermediate models. The set of the variances comprises the final model.

Table A1

Table A2


