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Abstract

A number of interpolation problems are considered in the Schur class of p ×
q matrix valued functions S that are analytic and contractive in the open unit
disk. The interpolation constraints are specified in terms of nontangential limits
and angular derivatives at one or more (of a finite number of) boundary points.
Necessary and sufficient conditions for existence of solutions to these problems and a
description of all the solutions when these conditions are met is given. The analysis
makes extensive use of a class of reproducing kernel Hilbert spaces H(S) that was
introduced by de Branges and Rovnyak. The Stein equation that is associated with
the interpolation problems under consideration is analyzed in detail. A lossless
inverse scattering problem is also considered.
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1. INTRODUCTION 1

1. Introduction

In this paper we shall study a number of tangential interpolation problems in
the Schur class of p × q matrix valued functions that are analytic and contractive
in the open unit disk when a finite number of interpolation constraints are imposed
on the boundary. We shall work within the framework of the augmented Basic
Interpolation Problem (aBIP). An introduction to this problem, which includes an
account of its development from more elementary problems (such as bitangential
versions of the classical Nevanlinna–Pick and Carathéodory–Fejér problems) as well
as other formulations, appears in [27].

In order to describe the aBIP we need to introduce some notation. Let H
p×q
2

denote the set of Cp×q–valued functions with entries in the Hardy space H2 of the
unit disk D and let Hk×1

2 be abbreviated by Hk
2 . Similarly, let Lk

2(T) designate the
Hilbert space of measurable and square integrable Ck–valued functions with inner
product

〈f, g〉 =
1

2π

∫ 2π

0

g(eit)∗f(eit)dt, (f, g ∈ Lk
2(T)).

The space Hk
2 is identified as the closed subspace of Lk

2(T) which consists of all

f ∈ Lk
2(T) whose Fourier coefficients fℓ = 1

2π

∫ 2π

0

e−iℓtf(eit)dt are equal to zero for

ℓ < 0. The symbol
(
Hk

2

)⊥
stands for the orthogonal complement of Hk

2 with respect

to the above inner product. More generally,
(
H

p×q
2

)⊥
denote the set of Cp×q–valued

functions with entries in H⊥
2 . The Schur class of Cp×q–valued analytic contractions

in D is denoted by Sp×q. In what follows, Hp×q
∞ will denote the space of p× q mvf’s

with entries that are analytic and bounded on D. With every mvf (matrix valued
function) S ∈ Sp×q we associate the matrix valued Hermitian form [ , ]S

[h, g]S =
1

2π

∫ 2π

0

g(eit)∗
(

Ip −S(eit)
−S(eit)∗ Iq

)
h(eit)dt, (1.1)

which is defined for every choice of h ∈ L
(p+q)×k
2 (T) and g ∈ L

(p+q)×ℓ
2 (T) and any

positive integers k and ℓ. This form is nonnegative:

[h, h]S ≥ 0 for all h ∈ L
(p+q)×k
2 (T),

since
(

Ip −S(eit)

−S(eit)∗ Iq

)
≥ 0 for almost all t ∈ [0; 2π].

Throughout this paper Ik stands for the identity matrix in Ck×k, J denotes
the signature matrix defined by

J =

(
Ip 0
0 −Iq

)
,

and X−∗ is a convenient shorthand for (X∗)−1 when X is invertible. We assume
that

M, N, P ∈ C
n×n and C ∈ C

(p+q)×n (1.2)

is a given set of matrices satisfying the Lyapunov–Stein identity

M∗PM −N∗PN = C∗JC (1.3)

and that the mvf
G(z) = M − zN (1.4)



2 ON BOUNDARY INTERPOLATION

is regular:

det G(z) = det (M − zN) 6≡ 0. (1.5)

The partition

C =

(
C1

C2

)
, C1 ∈ C

p×n, C2 ∈ C
q×n, (1.6)

which enables us to express the Lyapunov–Stein equation (1.3) in the form

M∗PM −N∗PN = C∗
1C1 − C∗

2C2, (1.7)

will be useful. The symbol âBIP(M, N, P, C) will be used to denote the following
interpolation problem (which is a relaxed version of the aBIP that will be discussed
below):

(1) Find necessary and sufficient conditions which insure the existence of a
Schur function S ∈ Sp×q such that

(
Ip −S(ζ)

−S(ζ)∗ Iq

)
CG(ζ)−1 ∈

(
H

p×n
2

(Hq×n
2 )⊥

)
(1.8)

and

PS ≤ P, (1.9)

where

PS : =
1

2π

∫ 2π

0

G(eit)−∗C∗

(
Ip −S(eit)

−S(eit)∗ Iq

)
CG(eit)−1dt

=
[
CG(ζ)−1, CG(ζ)−1

]
S
. (1.10)

(2) Describe the set Ŝ(M, N, P, C) of all such mvf’s.

If the mvf G(z) is not invertible everywhere on T, the condition (1.9) is meant in
the following sense: the integral

1

2π

∫ 2π

0

G(eit)−∗C∗

(
Ip −S(eit)

−S(eit)∗ Iq

)
CG(eit)−1dt (1.11)

converges to a matrix PS which satisfies inequality (1.9).

The âBIP(M, N, P, C) can be formulated without mention of the space H⊥
2

with the help of the symbol

H(z) = zM∗ −N∗ (1.12)

and the following remark:

Remark 1.1. Condition (1.8) is equivalent to the following two conditions

B(ζ) :=
(
Ip, −S(ζ)

)
CG(ζ)−1 ∈ H

p×n
2 (1.13)

and

B̃(ζ) := H(ζ)−1C∗

(
−S(ζ)
Iq

)
∈ H

n×q
2 . (1.14)

Proof. It is easily seen that a function f(ζ) belongs to H2 if and only if the
function ζ̄f(ζ)∗ belongs to H⊥

2 . Therefore,

H(ζ)−1C∗

(
−S(ζ)
Iq

)
∈ H

n×q
2 ⇐⇒ ζ̄

(
−S(ζ)∗, Iq

)
CH(ζ)−∗ ∈ (Hq×n

2 )⊥
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and, since

ζ̄H(ζ)−∗ = G(ζ)−1 for ζ ∈ T, (1.15)

condition (1.14) is equivalent to
(
−S(ζ)∗, Iq

)
CG(ζ)−1 ∈ (Hq×n

2 )⊥,

which together with (1.13) is equivalent to (1.8). �

Remark 1.2. Since the form [ , ]S is nonnegative, it follows that the matrix PS

defined by (1.10) is positive semidefinite. Moreover, it satisfies the Lyapunov–Stein
equation

M∗PSM −N∗PSN = C∗JC (1.16)

and is subject to ⋂

ζ ∈ T

detG(ζ) 6= 0

KerCG(ζ)−1 ⊆ KerPS . (1.17)

For a proof of (1.16), see e.g., [15, Lemma 2.1]; the inclusion (1.17) follows
readily from (1.10) and means that every vector f ∈ Cn such that CG(z)−1f ≡ 0,
belongs to KerPS (if the columns of CG(z)−1 are linearly independent, then the
identity CG(z)−1f ≡ 0 forces f = 0, so the conclusion f ∈ Ker PS does not convey
any new information).

It follows from (1.9) that the condition

P ≥ 0 (1.18)

is necessary for the âBIP(M, N, P, C) to have a solution. It turns out that this

condition is also sufficient. Moreover, if P ≥ 0, then the set Ŝ(M, N, P, C) can be
parametrized in terms of a linear fractional transformation; see Theorem 5.1 below.

Theorem 5.1 was proved in [15] by adapting Potapov’s method of Fundamen-

tal Matrix Inequalities (FMI’s) to the âBIP framework. Additional analysis of

the FMI corresponding to the âBIP is given in Section 3. There we also discuss
connections between Potapov’s method and the reproducing kernel Hilbert space
methods which are frequently used for the investigation of interpolation problems.
Some preliminary facts about positive kernels and some concrete reproducing kernel
Hilbert spaces that are needed in the sequel are given in Sections 2 and 4.

The âBIP(M, N, P, C) is termed nondegenerate if P > 0 and is termed de-
generate if P is singular (and positive semidefinite). In Section 5 we present an

alternative parametrization of the set Ŝ(M, N, P, C) in terms of a Redheffer linear
fractional transformation (see Theorem 5.9 below) which sometimes (especially in
the degenerate case) turns to be more convenient for applications (see, e.g., Sec-
tions 11 and 12 in [15]). This approach has been adapted in [27] and [15] from
the work of Katsnelson, Kheifets and Yuditskii [36] on the abstract interpolation
problem and the work of Arov and Grossman [9], [10] on the coupling of unitary
colligations.

The problem of describing all functions S ∈ Sp×q for which equality prevails
in (1.9) is quite different. For such a problem the matrix P has to inherit the
properties (1.16) and (1.17) of PS . More precisely, assuming that (1.5) is in force
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and that P is a positive semidefinite solution of (1.7), let aBIP(M, N, P, C) denote
the following “augmented” basic interpolation problem:

(1) Find necessary and sufficient conditions which insure the existence of a
Schur function S ∈ Sp×q satisfying (1.8) and the equality

PS :=
[
CG(ζ)−1, CG(ζ)−1

]
S

= P. (1.19)

(2) Describe the set S(M, N, P, C) of all such functions.

It is easily seen that

S(M, N, P, C) ⊆ Ŝ(M, N, P, C). (1.20)

By the preceding discussion, the conditions (1.3), (1.18) and
⋂

ζ ∈ T

detG(ζ) 6= 0

KerCG(ζ)−1 ⊆ KerP (1.21)

are necessary for the aBIP(M, N, P, C) to have a solution. However, they are not
sufficient. A criterion for the solvability of the aBIP(M, N, P, C) will be given in
Section 6 and adapted to two concrete cases in Sections 8 and 12. In the former
we also present a matrix analogue of conditions for the solvability of a boundary
Nevanlinna–Pick problem that was obtained in a recent paper of Sarason [50].
Another approach to handling boundary interpolation problems in the scalar case
is presented in [29].

We remark that

⋂

ζ ∈ T

detG(ζ) 6= 0

KerCG(ζ)−1 =

n−1⋂

j=0

KerC
(
G(α)−1N

)j

for any point α ∈ C at which G(α) is invertible. Thus, in the special case when
P > 0 and M = In, condition (1.21) holds if and only if

n−1⋂

j=0

KerCN j = {0},

i.e., if and only if the pair (C, N) is observable. There is an analogous interpretation
in the more general setting (when P is still positive definite but M is not necessarily
invertible); the relevant theory in this general setting is developed in extensive detail
in [6].

In [15] the aBIP(M, N, P, C) was considered under the assumption that G(z)
is invertible at every point on the unit circle:

det G(ζ) = det (M − ζN) 6= 0 for |ζ| = 1, (1.22)

which of course, is a more restrictive condition than (1.5). It was shown in [15,
Lemma 3.1] that under assumption (1.22) the problems aBIP(M, N, P, C) and

âBIP (M, N, P, C) are equivalent, i.e., the sets S(M, N, P, C) and Ŝ(M, N, P, C)
of their solutions coincide. For this case the interpolation conditions of the aBIP

can be expressed in terms of contour integrals. The use of contour integrals to
formulate interpolation conditions was suggested by A. Nudelman in [43] and was
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utilized in [13] for the case when the associated Pick matrix P is invertible; for
additional discussion and comparison, see [25, Section 7.4].

In this paper we shall focus on the opposite “extreme”: the case when all the
singular points of G−1 fall on T:

det (M − zN) 6= 0 if z 6∈ T. (1.23)

In this case (1.8) is an automatic consequence of (1.9):

Lemma 1.3. Let (1.23) be in force, and let S ∈ Sp×q satisfy (1.9) for some
positive semidefinite matrix P ∈ Cn×n. Then S also satisfies condition (1.8) (or
equivalently, conditions (1.13) and (1.14)).

Proof. To show that the mvf’s B and B̃ defined in (1.13) and (1.14) belong

to H
p×n
2 and H

n×q
2 , respectively, we shall use the maximum principle for Smirnov

class functions. We recall that a mvf which is analytic in D is said to belong to
the Smirnov class N p×q

+ if it can be represented as the ratio of a Hp×q
∞ –function

and a scalar H∞(D)–function which is outer. For mvf’s in this Smirnov class the
following maximum principle holds:

N p×q
+ ∩ Lp×q

2 (T) = H
p×q
2 ;

for more information on matrix valued Smirnov classes see [8], [37].

Let B be defined by (1.13). By (1.23), all the roots of the scalar polynomial
det G(z) fall on T and hence, det G(z) is outer in H∞(D). The rational mvf G−1

admits a representation of the form

G(z)−1 =
G1(z)

det G(z)
,

where G1 is a Cn×n–valued polynomial. Thus the mvf

B(z) =
(Ip, −S(z))CG1(z)

det G(z)

belongs to the matrix Smirnov class N p×n
+ , since (Ip, −S(z))CG1(z) belongs to

Hp×n
∞ .

Making use of decomposition (1.6) and definition (1.10), we rewrite (1.9) as

1

2π

∫ 2π

0

G(eit)−∗C∗

(
Ip

−S(eit)∗

)(
Ip, −S(eit)

)
CG(eit)−1dt

≤ P −
1

2π

∫ 2π

0

G(eit)−∗C∗
2

(
Iq − S(eit)∗S(eit)

)
C2G(eit)−1dt

and conclude that B(eit) belongs to Lp×n
2 . By the maximum principle for Smirnov

class functions, B ∈ H
p×n
2 .

Next, since the scalar polynomial det H(z) is outer in H∞(D), it follows much

as above that the function B̃ defined in (1.14) belongs to the Smirnov class Nn×q
+ .

Taking advantage of (1.15), we rewrite (1.9) as

1

2π

∫ 2π

0

H(eit)−1C∗

(
−S(eit)
Iq

)(
−S(eit)∗, Iq

)
CH(eit)−∗dt

≤ P −
1

2π

∫ 2π

0

G(eit)−∗C∗
1

(
Ip − S(eit)S(eit)∗

)
C1G(eit)−1dt.
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Therefore, B̃(eit) belongs to Ln×q
2 and, by the Smirnov maximum principle, B̃ ∈

H
n×q
2 , which completes the proof. �

Corollary 1.4. Let (1.23) be in force, let P be a positive semidefinite solution
of the Lyapunov–Stein equation (1.7) and let S ∈ Sp×q satisfy (1.9). Then S belongs

to Ŝ(In, N, P, C).

Under condition (1.23), we may assume without loss of generality (see Remark
2.12 below) that M = In and spec(N) ⊆ T. In this case every positive semidefinite
solution of the corresponding Stein equation

P −N∗PN = C∗
1C1 − C∗

2C2 (1.24)

is partly specified by N , C1 and C2. Two special choices of N are considered in
detail:

N =




β̄1Ir1

. . .

β̄mIrm


 and N =




β̄Ir Ir

β̄Ir
. . .

. . . Ir
β̄Ir



, (1.25)

where β1, . . . , βm and β are points on T.

It will be shown in Section 8 that for the first choice ofN , the off diagonal blocks
of every solution P of the Stein equation (1.24) are uniquely specified, whereas the
diagonal blocks of P may be chosen freely. By taking advantage of this freedom,
it is easily seen that, for this choice of N , the Stein equation (1.24) always has a
positive semidefinite (and even a positive definite) solution P . It will be shown in

Section 8 that the corresponding âBIP(In, N, P, C) is equivalent to a Nevanlinna–
Pick boundary problem which is usually posed in terms of nontangential boundary

limits. By including this problem in the general framework of the âBIP, we are
able to describe the set of all its solutions using general results from Section 5.

It turns out that for the second choice of N in (1.25), the Stein equation
(1.24) may not have a positive semidefinite solution. The structure of the set of
all solutions P of (1.24) and necessary and sufficient conditions for (1.24) to have
a positive definite (or positive semidefinite solutions) are discussed in Sections 10

and 11. The corresponding âBIP(In, N, P, C) turns to be equivalent to a certain
tangential Carathéodory-Fejér boundary problem. The block entries of P which are
not specified by (1.24), are related to certain nontangential boundary limits of the
interpolant S. This is clarified in Section 12. To this end, we use some auxiliary
results on the boundary behavior of analytic functions in D which are collected in
Section 7.

In Section 13 we consider another Carathéodory-Fejér boundary problem (the
full matrix interpolation problem) which was studied by Kovalishina in [40] and

show how to incorporate this problem into the general scheme of the âBIP. This
identification enables us to obtain a description of the set of all solutions even when
the Pick matrix P is singular. A number of related results obtained by Kovalishina
are also discussed in some detail.

The classical theorems of Carathéodory and Julia on angular derivatives (at the
boundary) of Schur functions may be found in [51, Chapter 4] and [49, Chapter
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6]. For additional sources and discussion see the Notes at the end of each of these
chapters. Generalizations to matrix valued Schur functions were considered in [39];
for tangential versions, see [23, pp. 97–99] and Section 8 below. In Section 9 we
present a tangential analogue for higher order angular derivatives for matrix valued
Schur functions.

The analysis in both Sections 8 and 9 (as well as in a number of other sections)
makes extensive use of the reproducing kernel Hilbert spaces H(S) for p× q matrix
valued Schur functions (see Section 2 below for the precise definition) that were
introduced by de Branges and Rovnyak in [17] and [18]. The use of these spaces
to study angular derivatives seems to have been initiated in [23, Chapter 8] and,
independently for scalar Schur functions, by Sarason in [48]; see also his monograph
[49] for further extensions. Some general classes of interpolation problems for
square mvf’s that include constraints on the boundary have also been considered
from another point of view in [12] and [14].

The results of Sections 9 and 12 are used in Section 14, where the lossless
inverse scattering problem (LISP) is discussed. This problem may be stated as
follows:
Given S ∈ Sp×q, find all J–inner mvf’s1 Θ that are analytic in D and meet the
constraint

(Ip, −S(z))Θ(z)JΘ(z)∗
(

Ip
−S(z)

)
≥ 0 (|z| < 1).

The LISP was first considered for scalar Schur functions in [20]. Therein necessary
and sufficient conditions for the existence of a rational solution with one or more
poles on the boundary were expressed in terms of the representing measure for the
Carathéodory function2 (1 + S)(1− S)−1. This study was motivated by questions
in network theory and stochastic estimation theory. Some other applications of
boundary interpolation problems are indicated in [30].

The general LISP for square matrix valued Schur functions was solved in [3].
There too it proved convenient to work with the (now matrix valued) Carathéodory
function (Ip + S)(Ip − S)−1. The LISP for general p × q matrix valued Schur
functions was considered in [23, Section 8]. An explicit construction of all rational
solutions which are analytic in the closed unit disk D and of the solutions with one
simple pole on the boundary was given there. In Section 14 we shall extend this
analysis to obtain a description of all the rational solutions of the LISP with an
arbitrary number of poles on the boundary, simple or not. There too conditions for
the existence of a solution to this problem will be formulated directly in terms of
S.

2. Preliminaries

A n× n mvf Kω(z) defined on Ω × Ω is said to be a positive kernel if

r∑

i,j=1

u∗iKωj
(ωi)uj ≥ 0

1The precise definition of a J–inner mvf will be given in Section 4.
2See Section 3 for the definition.
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for every choice of an integer r ≥ 1, of points ω1, . . . , ωr ∈ Ω and of vectors
u1, . . . , ur ∈ Cn, or, equivalently, if the Hermitian block matrix with ij-th entry
Kωj

(ωi) is positive semidefinite. This property of K will be denoted by Kω(z) � 0

and we write K1
ω(z) � K2

ω(z) if K1
ω(z) − K2

ω(z) � 0. It is readily checked that if
Kω(z) � 0, then Kω(z)∗ = Kz(ω). The following simple observations follow readily
from the definition of a positive kernel and will be useful.

Proposition 2.1. Let Kω(z) be a positive kernel on Ω × Ω and let T1(z) and
T2(z) be two mvf’s of appropriate sizes. Then

(T1(z) + T2(z))Kω(z) (T1(ω)∗ + T2(ω)∗) � 2T1(z)Kω(z)T1(ω)∗

+2T2(z)Kω(z)T2(ω)∗.

Proposition 2.2. Let K1
ω(z) � K2

ω(z) � 0 on Ω × Ω and let ‖K1
ω(z)‖ ≤ γ for

every pair of points z, ω ∈ Ω. Then

‖K2
ω(z)‖ ≤ γ (∀ z, ω ∈ Ω). (2.1)

Proof. Since K2
ω(z) � 0, it follows that for every x, y ∈ Cn,

|x∗K2
ω(z)y|2 ≤ (x∗K2

z (z)x)(y∗K2
ω(ω)y) ≤ (x∗K1

z (z)x)(y∗K1
ω(ω)y) ≤ γ2‖x‖2‖y‖2,

which leads easily to (2.1). �

If Kω(z) is continuous on Ω × Ω, then

Kω(z) � 0 if and only if

∫

Γ

∫

Γ

ϕ(ς)∗Kς(ζ)ϕ(ζ) dζdς̄ ≥ 0 (2.2)

for every simple curve Γ ⊂ Ω and every Cn–valued function ϕ which is continuous
on Γ. This equivalence was established for open subintervals Ω of R in [34] and
for arbitrary open subsets Ω of R in [45, Section 2.12]. Therefore, since the same
arguments are applicable for open subsets Ω of C, we are led to the following result:

Proposition 2.3. Let Ω ⊂ C be a simply connected open set and let the kernel
Kω(z) be positive on Ω × Ω and analytic in z and ω̄. Furthermore, let A(z) be
analytic in Ω. Then for every nonnegative integer m, the kernel

K(m)
ω (z) :=

∂2m

∂zm∂ω̄m
(A(z)Kω(z)A(ω)∗)

is also positive on Ω × Ω.

Proof. Take an integer r and points ω1, . . . , ωr ∈ Ω and let Γ be a closed
simple contour in Ω which surrounds all of these points. Then

(
K(m)

ωi
(ωj)

)r

i,j=1
=

(
∂2m

∂zm∂ω̄m
(A(z)Kω(z)A(ω)∗)|z=ωj , ω=ωi

)r

i,j=1

=

(
m!

2π

)2 ∫

Γ

∫

Γ

ϕ(ς)∗ A(ζ)Kς(ζ)A(ς)∗ ϕ(ζ) dζdς̄ ,

where

ϕ(ζ) =

(
In

(ζ − ω1)m+1
, . . . ,

In
(ζ − ωr)m+1

)
.
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By (2.2), the matrix on the left hand side of the latter chain of equalities is positive

semidefinite. Therefore, K
(m)
ω (z) � 0. �

In the same spirit one can prove the following slightly more general statement.

Proposition 2.4. Let Ω ⊂ C be a simply connected open set, let the kernel
Kω(z) be positive on Ω×Ω and analytic in z and ω̄ and let A1(z), . . . , Ak(z) be mvf’s
which are analytic in Ω. Then for every choice of nonnegative integers m1, . . . ,mk

the block matrix kernel K(z, ω) with the block entries

Kjℓ(z, ω) :=
∂mj+mℓ

∂zmj∂ω̄mℓ
(Aj(z)Kω(z)Aℓ(ω)∗) (j, ℓ = 1, . . . , k)

is positive on Ω × Ω.

A Hilbert space H(K) of Cn-valued functions which are defined on a subset Ω
of C is said to be a reproducing kernel Hilbert space with reproducing kernel Kω(z)
if for every point ω ∈ Ω and every vector x ∈ Cn, the function Kω(z)x belongs to
H(K) as a function of z and

〈f, Kωx〉H(K) = x∗f(ω) (∀ f ∈ H(K)). (2.3)

Formula (2.3) implies that

r∑

i,j=1

x∗iKωj
(ωi)xj =

〈
r∑

j=1

Kωj
xj ,

r∑

i=1

Kωi
xi

〉

H(K)

≥ 0 (xj ∈ C
n, ωj ∈ Ω)

and hence exhibits the reproducing kernel Kω(z) of H(K) as a positive kernel. Con-
versely, by the matrix version of a theorem of Aronszajn [7], every positive kernel
Kω(z) on Ω × Ω can be identified as the reproducing kernel of such a reproducing
kernel Hilbert space.

The following proposition characterizes H(K) in terms of positive kernels (for
a proof, see [47] for the scalar case and [1, Lemma 2.2] for the matrix case).

Proposition 2.5. A vector valued function f defined on Ω belongs to H(K)
and satisfies ‖f‖2

H(K) ≤ γ if and only if the following kernel is positive on Ω × Ω:

Kω(z) − γ−1f(z)f(ω)∗ � 0.

Example 2.6. The Hardy space Hn
2 is a reproducing kernel Hilbert space with

the reproducing kernel Kω(z) =
In

ρω(z)
, where

ρω(z) = 1 − zω̄. (2.4)

In this case, formula (2.3) is just Cauchy’s formula for Hn
2 .

Example 2.7. Let P ∈ Cn×n be a positive definite matrix with entries Pij ,
let f1, . . . , fn be a set of n linearly independent k × 1 vector functions which are
meromorphic in D and let H be their span endowed with the inner product based
on

〈fi, fj〉H = Pij .

Then H is a reproducing kernel Hilbert space with reproducing kernel

Kω(z) = F (z)P−1F (ω)∗, where F (z) = (f1(z), . . . , fn(z)) .



10 ON BOUNDARY INTERPOLATION

If S ∈ Sp×q , then

Λω(z) =
Iq − S(z)S(ω)∗

ρω(z)
(2.5)

is a positive kernel on D × D. The corresponding reproducing kernel Hilbert space
will be referred as to H(S).

The following alternate characterization of H(S), as the space of all vector
functions f ∈ H

p
2 such that

κ(f) := sup
g∈H

q
2

{
‖f + Sg‖2

H
p
2
− ‖g‖2

H
q
2

}
(2.6)

is finite and ‖f‖2
H(S) = κ(f), is due to de Branges and Rovnyak [17], [18].

The next lemma expresses the reproducing kernel Λω of the space H(S) in
terms of the nonnegative form [ , ]S defined via (1.1).

Lemma 2.8. The formula

Λω(z) =

[(
Ip

S(ω)∗

)
1

ρω
,

(
Ip

S(z)∗

)
1

ρz

]

S

(2.7)

is valid for every pair of points z and ω in D.

Proof. It is readily seen that the functions

fz(ζ) =

(
Ip

S(z)∗

)
1

ρz(ζ)
and gω(ζ) =

S(ω)∗ − S(ζ)∗

ρω(ζ)
(2.8)

belong to H
(p+q)×p
2 and (Hq×p

2 )⊥, respectively. Thus, as
Ip

ρω(z)
is the reproducing

kernel for H
p
2, it follows from definition (1.1) that

[fωy, fzx]S =

〈(
Ip −S
−S∗ Iq

)(
Ip

S(ω)∗

)
y

ρω
,

(
Ip

S(z)∗

)
x

ρz

〉

Lp+q
2

(T)

=

〈
Λωy,

x

ρz

〉

H
p
2

+

〈
gωy,

S(z)∗x

ρz

〉

Lq
2
(T)

= x∗Λω(z)y,

for every choice of x and y in Cp and hence that (2.7) is valid. �

The following simple observation will be useful.

Lemma 2.9. Let [ , ]S be the form defined in (1.1) and let Fω(ζ) be a (p+q)×n
mvf defined for ζ and ω in D. Then the kernel

Fω(z) := [Fω, Fz ]S

is positive on D.

Proof. For every choice of an integer r and of points ω1, . . . , ωr ∈ D,
(
Fωj

(ωi)
)r
i,j=1

=
([
Fωj

, Fωi

]
S

)r
i,j=1

=
1

2π

∫ 2π

0

F̂ (eit)∗
(

Ip −S(eit)
−S(eit)∗ Iq

)
F̂ (eit)dt,

where
F̂ (ζ) = (Fω1

(ζ), . . . , Fωr
(ζ)) .

Thus, the matrix on the left hand side of the second line of the proof is positive
semidefinite. Therefore, Fω(z) � 0. �
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We conclude this section with the following two lemmas which allow us to
express the mvf G(z) defined by (1.4) in a certain canonical form which will simplify
some later computations.

Lemma 2.10. Let T1 and T2 be two invertible n× n matrices and let

M̂ = T1MT2, N̂ = T1NT2, P̂ = T−∗
1 PT−1

1 , and Ĉ = CT2. (2.9)

Then the problems aBIP(M, N, P, C) and âBIP(M, N, P, C) are equivalent to

aBIP(M̂, N̂ , P̂ , Ĉ) and âBIP(M̂, N̂, P̂ , Ĉ), respectively.

Proof. It suffices to note that

M̂∗P̂ M̂ − N̂∗P̂ N̂ = Ĉ∗JĈ,

and that

ĈĜ(z)−1 :=

(
Ĉ1

Ĉ2

)
(M̂ − zN̂)−1

=

(
C1

C2

)
(M − zN)−1T−1

1 = CG(z)−1T−1
1 ,

which implies that

P̂S =
[
ĈĜ(ζ)−1, ĈĜ(ζ)−1

]
S

=
[
CG(ζ)−1T−1

1 , CG(ζ)−1T−1
1

]
S

= T−∗
1

[
CG(ζ)−1, CG(ζ)−1

]
S
T−1

1

= T−∗
1 PST

−1
1 .

�

The next lemma (for the proof see [15, Lemma 2.3]) is a slight variation of the
canonical representation for regular pencils (see e.g., [28, p. 28, Theorem 3]).

Lemma 2.11. Let M and N satisfy (1.5). Then there exist invertible matrices
T1 and T2 from Cn×n and matrices A1 ∈ Ck1×k1 , A2 ∈ Ck2×k2 and A3 ∈ Ck3×k3

with
specA1

⋃
specA2 ⊂ D and specA3 ⊂ T (2.10)

such that

T1MT2 =




Ik1
0 0

0 A2 0
0 0 Ik3


 and T1NT2 =




A1 0 0
0 Ik2

0
0 0 A3


 .

The following remark is an immediate consequence of the last two lemmas.

Remark 2.12. Let condition (1.5) be in force. Then, without loss of generality,

the matrices M and N from the data set (1.2) of the âBIP can be assumed to be
of the form

M =




Ik1
0 0

0 A2 0
0 0 Ik3


 and N =




A1 0 0
0 Ik2

0
0 0 A3


 , (2.11)

where the Aj are matrices satisfying (2.10) and can be presumed to be in Jordan
form.
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3. Fundamental matrix inequalities

In [15] the âBIP was considered using two different approaches. One of them
was based on Potapov’s method (which characterizes the solutions of an interpo-
lation problem in terms of a related fundamental matrix inequality; see e.g. [41])
suitably adapted to the present framework. The next theorem extends that anal-

ysis (especially [15, Lemma 3.5]) and characterizes all the solutions of the âBIP

in terms of positive kernels and in terms of the reproducing kernel Hilbert spaces
H(S).

Theorem 3.1. Let (1.5) be in force, let P be a positive semidefinite solution of
the Lyapunov–Stein equation (1.3), let S be a p× q mvf which is analytic in D and
let B(z) and Λω(z) be defined by (1.13) and (2.5), respectively. Then the following
statements are equivalent:

(1) S belongs to the set Ŝ(M, N, P, C).
(2) The following kernel is positive on D × D:

Sω(z) :=

(
P B(ω)∗

B(z) Λω(z)

)
� 0. (3.1)

(3) The matrix Sz(z) is positive semidefinite for every point z ∈ D at which
G(z) is invertible.

(4) For every choice of x ∈ Cn, the function B(z)x belongs to the space H(S)
and

‖Bx‖2
H(S) ≤ x∗Px. (3.2)

Proof. (1) ⇔ (2). Let S belong to Ŝ(M, N, P, C), let fz be defined by (2.8)
and let

h(ζ) =

(
C1

C2

)
G(ζ)−1.

Fixing x ∈ Cn, y ∈ Cp and a point z ∈ D at which G(z) is invertible, we get

[hy, fzx]S =

〈(
Ip −S

−S∗ Iq

)(
C1

C2

)
G−1y,

(
Ip

S(z)∗

)
x

ρz

〉

Lp+q
2

(T)

=

〈
(Ip, −S)

(
C1

C2

)
G−1y,

x

ρz

〉

H
p
2

= x∗ (C1 − S(z)C2)G(z)−1y,

in view of (1.8). But this in turn clearly implies that

[h, fz]S = B(z),

since x and y are arbitrary. By Lemma 2.8 and (1.9),

[fω, fz]S = Λω(z) and [h, h]S = PS ≤ P,

respectively. Setting Fω(ζ) = (h(ζ), fω(ζ)) in Lemma 2.9 we conclude that the
kernel

S̃ω(z) :=

(
[h, h]S [fω, h]S
[h, fz]S [fω, fz]S

)
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is positive on D × D. Upon substituting the three preceding evaluations into this
kernel we come to

Sω(z) − S̃ω(z) =

(
P − PS 0

0 0

)
� 0,

which implies (3.1).

Now suppose conversely, that (3.1) is in force. Then, setting z = ω we obtain
the matrix inequality

Sz(z) :=

(
P B(z)∗

B(z) Λz(z)

)
≥ 0, (3.3)

which holds for all z ∈ D, at which G(z) is invertible. This is the fundamental

matrix inequality (FMI) of the âBIP and it guarantees that S is a solution of the

âBIP(M, N, P, C); for a proof, see e.g., [15, Lemma 3.5].

(2) ⇔ (3). The implication (2) ⇒ (3) is selfevident; the converse is covered by
the preceding paragraph.

(2) ⇔ (4). First we note that (3.1) is equivalent to the positivity of the kernels

Sx
ω(z) :=

(
x∗Px x∗B(ω)∗

B(z)x Λω(z)

)
� 0 (∀ x ∈ C

n) (3.4)

and thus, it suffices to verify the equivalence of conditions (3.2) and (3.4). If Px = 0,
then (3.2) is equivalent to B(z)x ≡ 0 as well as (3.4). If Px 6= 0, then by Schur
complements, (3.4) is equivalent to

Λω(z) − γ−1B(z)xx∗B(ω)∗ � 0, where γ = x∗Px > 0.

The rest follows by Proposition 2.5. �

Remark 3.2. The assumption that S is analytic on D that is made in the
second line of the statement of the Theorem 3.1 can be relaxed. It is enough to
assume that S is defined at every point of D. Under this relaxed assumption,
statements (1), (2) and (4) in Theorem 3.1 are still equivalent and each one implies
statement (3). We shall not pursue this here; see e.g., the discussion of Hindmarsh’s
theorem in [21, p. 36] or the original Hindmarsh paper [31] for more on this circle
of ideas.

If S is a solution of the âBIP, then the estimate (3.2) for the H(S)–norm of
the associated mvf B may be supplemented by the following statement:

Lemma 3.3. Let S ∈ Sp×q be a solution of the âBIP(M, N, P, C) and let B
be defined by (1.13). Then, for every choice of x ∈ Cn,

‖Bx‖2
H(S) ≤ x∗PSx (3.5)

with equality if either S is isometric almost everywhere on T or C2G
−1 ∈ H

q×n
2 .

Proof. Taking advantage of characterization (2.6) we get

‖Bx‖2
H(S) = sup

g∈H
q
2

{
‖Bx+ Sg‖2

H
p
2
− ‖g‖2

H
q
2

}
. (3.6)
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By (1.10) and (1.13),

x∗PSx = ‖Bx‖2
H

p
2

+
〈
(Iq − S∗S)C2G

−1x, C2G
−1x

〉
Lq

2

= ‖Bx‖2
H

p
2

+
∥∥∥(Iq − S∗S)

1
2 C2G

−1x
∥∥∥

2

Lq
2

,

whereas the bottom condition in (1.8) together with the assumption that g belongs
to H

q
2, imply that

〈Bx, Sg〉
H

p
2

= 〈S∗Bx, g〉Lq
2

=
〈
S∗(Ip, −S)CG−1x, g

〉
Lq

2

=
〈
(Iq − S∗S)C2G

−1x, g
〉

Lq
2

−
〈
(−S∗, Iq)CG

−1x, g
〉

Lq
2

=
〈
(Iq − S∗S)C2G

−1x, g
〉

Lq
2

.

Therefore,

‖Bx+ Sg‖2
H

p
2
− ‖g‖2

H
q
2

= ‖Bx‖2
H

p
2

+ 2ℜ 〈Bx, Sg〉
H

p
2

+ ‖Sg‖2
H

p
2
− ‖g‖2

H
q
2

= x∗PSx+ 2ℜ
〈
(Iq − S∗S)C2G

−1x, g
〉
Lq

2

−
〈
(Iq − S∗S)C2G

−1x, C2G
−1x

〉
Lq

2

−〈(Iq − S∗S) g, g〉Lq
2

= x∗PSx−
〈
(Iq − S∗S)

(
C2G

−1x− g
)
, C2G

−1x− g
〉

Lq
2

= x∗PSx−
∥∥∥(Iq − S∗S)

1
2

(
C2G

−1x− g
)∥∥∥

2

Lq
2

, (3.7)

which, in view of (3.6), serves to complete the proof. �

We remark that if S is isometric, then p ≥ q and H(S) = H
p
2 ⊖ SH

q
2. For

additional information and references, see e.g., [23, Section 2].

The next example shows that in general, equality cannot be achieved in (3.5).

Example 3.4. Let M = 0, N = 1, C1 = 1
2 , C2 = 1 and P = 3

4 . Then

G(z) = −z−1 and the function S(z) ≡ 1
2 is a solution of the corresponding âBIP.

It follows from (1.10) and (1.13) that for such a choice of the interpolation data,

PS =
3

4
and B(z) ≡ 0.

The example indicates that we cannot expect equality in (3.5) if C2G
−1 has

poles inside D. Nevertheless, the conclusions of the preceding lemma can be
strengthened:

Lemma 3.5. Let S ∈ Sp×q be a solution of the âBIP(M, N, P, C), let B be
defined by (1.13) and let

det G(z) 6= 0 for z ∈ D. (3.8)

Then, for every choice of x ∈ Cn,

‖Bx‖2
H(S) = x∗PSx.
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Proof. Since S is a solution of the âBIP(M, N, P, C), (3.7) holds. Therefore,
by (3.6), the assertion of the lemma is equivalent to

inf
g∈H

q
2

∥∥∥(Iq − S∗S)
1
2

(
C2G

−1x− g
)∥∥∥

2

Lq
2

= 0.

In view of condition (3.8) and Remark 2.12, we may assume without loss of gener-
ality that M = In,

N =

(
A1 0
0 A2

)
, where specA1 ⊂ D, specA2 ⊂ T (3.9)

and the matrices A1 and A2 are in Jordan form. Therefore,

G(z) =

(
G1(z) 0

0 G2(z)

)
=

(
In1

− zA1 0
0 In2

− zA2

)
(n1 + n2 = n).

Let C2 = (C21, C22) and x =

(
x1

x2

)
be block decompositions conformal with

(3.9) so that

C2G(z)−1x = C21G1(z)
−1x1 + C22G2(z)

−1x2.

Then, since C21G
−1
1 x1 ∈ H

q
2,

inf
g∈H

q
2

∥∥∥(Iq − S∗S)
1
2

(
C2G

−1x− g
)∥∥∥

2

Lq
2

= inf
g∈H

q
2

∥∥∥(Iq − S∗S)
1
2

(
C22G

−1
2 x2 − g

)∥∥∥
2

Lq
2

.

By another application of (3.7), it is readily seen that the last infimum is equal to

(0, x∗2)PS

(
0
x2

)
−

∥∥∥∥B
(

0
x2

)∥∥∥∥
2

H(S)

.

Thus, in order to complete the proof, it suffices to establish the assertion of the
lemma for G(z) which is invertible off T. This will be done in Section 14, after the
proof of Theorem 14.2. �

The mvf

W (z) = −H(z)−1M∗P +H(z)−1C∗
1B(z)

= −H(z)−1M∗P +H(z)−1C∗
1 {C1 − S(z)C2}G(z)−1 (3.10)

plays an important role in the subsequent analysis. It will appear as an entry
in the transformed fundamental matrix inequality (3.16), which will be obtained
from the FMI (3.3) in Theorem 3.8 by invoking an appropriately chosen matrix
transformation.

Lemma 3.6. Let P be a Hermitian (not necessarily positive semidefinite) solu-
tion of the Lyapunov–Stein equation (1.3), let S be a Cp×q-valued function and let

B̃ and W be the mvf’s defined in (1.14) and (3.10), respectively. Then

C∗
1 (Ip − S(z)S(ω)∗)C1 = H(z)W (z)G(z) +G(ω)∗W (ω)∗H(ω)∗

+ρω(z)M∗PM +H(z)PH(ω)∗

−H(z)B̃(z)B̃(ω)∗H(ω)∗. (3.11)
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Proof. By (3.10) and (1.13),

H(z)W (z)G(z) = −M∗PG(z) + C∗
1 (C1 − S(z)C2) ,

whereas

ρω(z)M∗PM +H(z)PH(ω)∗ −M∗PG(z) −G(ω)∗PM = N∗PN −M∗PM

= C∗
2C2 − C∗

1C1,

by the definitions (1.4) of G, (1.12) of H and the Lyapunov–Stein identity (1.3).
Therefore, the expression on the right hand side of (3.11) is equal to

C∗
2C2 − C∗

1C1 + C∗
1 (C1 − S(z)C2) + (C∗

1 − C∗
2S(ω)∗)C1

−(C∗
2 − C∗

1S(z))(C2 − S(ω)∗C1) = C∗
1 (Ip − S(z)S(ω)∗)C1,

which completes the proof of lemma. �

Lemma 3.7. Let P be a positive semidefinite solution of the Lyapunov–Stein

equation (1.3), let S belong to Sp×q and let B and B̃ be the mvf’s given by (1.13)
and (1.14) respectively. Then the real part of the mvf

W(z) = zW (z) + 1
2
P = − 1

2
H(z)−1 (N∗ + zM∗)P + zH(z)−1C∗

1B(z) (3.12)

is positive semidefinite almost everywhere on T and

C∗
1 (Ip − S(z)S(ω)∗)C1 = H(z)

(
W(z) + W(ω)∗ − B̃(z)B̃(ω)∗

)
H(ω)∗

+ρω(z)(C∗
1B(z)M +M∗B(ω)∗C1 −M∗PM)

(3.13)

for every choice of points z and ω in D.

Proof. In view of (3.12) and the formula

G(z) = zH(ω)∗ + ρω(z)M,

the expression on the right hand side of (3.11) can be written as

H(z)
(
W(z) + W(ω)∗ − B̃(z)B̃(ω)∗

)
H(ω)∗ + ρω(z)M∗PM

+ρω(z)H(z)W (z)M + ρω(z)M∗W (ω)∗H(ω)∗.

Therefore, since

H(z)W (z)M = −M∗PM + C∗
1B(z)M,

it coincides with the expression on the right hand side of (3.13).

Next, since W, B and B̃ have boundary values a.e. on T, we may set z = ω =
eit in (3.13). Then, with the help of formulas (1.13)–(1.15), we get

W(eit) + W(eit)∗ = G(eit)−∗C∗

(
Ip −S(eit)

−S(eit)∗ Iq

)
CG(eit)−1, (3.14)

which shows that W has positive semidefinite real part a.e. on T, since S ∈
Sp×q. �

Note that in the formulations of the two preceding lemmas, S is not assumed

to be a solution of the âBIP. If S is a solution of the âBIP, then the associated
function W belongs to the Carathéodory class Cn×n of n × n mvf’s which are
analytic and have positive semidefinite real part in D.
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Theorem 3.8. Let P be a positive semidefinite solution of the Lyapunov-Stein

equation (1.3), let S belong to Ŝ(M, N, P, C) and let B and B̃ be the mvf’s given
by (1.13), and (1.14), respectively. Then the the mvf W defined by (3.10) is analytic
in D and the transformed kernel




P W (ω)∗

W (z)
P + zW (z) + ω̄W (ω)∗ − B̃(z)B̃(ω)∗

ρω(z)


 � 0 (3.15)

is positive on D × D. In particular, the transformed fundamental matrix inequality



P W (z)∗

W (z)
P + zW (z) + z̄W (z)∗ − B̃(z)B̃(z)∗

ρz(z)


 ≥ 0 (3.16)

holds for every z ∈ D and the mvf W defined by (3.12), belongs to the Carathéodory
class Cn×n.

Proof. The inequality (3.16) is obtained from the FMI (3.3) by multiplying
by

E(z) =

(
G(z)−∗ 0

−H(z)−1M∗G(z)−∗ H(z)−1C∗
1

)

on the left and by E(z)∗ on the right. Details are furnished in the proof of Lemma
3.4 of [15]. The kernel inequality (3.15) may be extracted from the kernel inequality
(3.1) in much the same way by multiplying by E(z) on the left and by E(ω)∗ on
the right. It follows from (3.16) that

P + zW (z) + z̄W (z)∗ − B̃(z)B̃(z)∗

ρz(z)
=

W(z) + W(z)∗ − B̃(z)B̃(z)∗

ρz(z)
≥ 0 (z ∈ D)

and therefore, that W(z) has a positive semidefinite real part in D. Since, by
definition (3.12), W(z) is meromorphic in D, it is in fact analytic in D and belongs
to Cn×n. �

The transformed fundamental matrix inequality was introduced and applied to
continuous interpolation problems by V. Katsnelson in [33] and [34]. See also [35],
[36] and [38] for various applications of this idea.

The following result will be useful.

Lemma 3.9. Let S belong to Ŝ(M, N, P, C) and let the associated mvf W
defined via (3.10) belong to Hn×n

∞ . Then S belongs to S(M, N, P, C).

Proof. The assumption on W guarantees that the mvf W also belongs to
Hn×n

∞ and hence that

1

2π

∫ 2π

0

(
W(eit) + W(eit)∗

)
dt = W(0) + W(0)∗ = P.

Therefore, by (3.14) and (1.10),

PS :=
1

2π

∫ 2π

0

G(eit)−∗C∗

(
Ip −S(eit)

−S(eit)∗ Iq

)
CG(eit)−1dt = P.

Thus, S ∈ S(M, N, P, C). �
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4. On H(Θ) spaces

A (p+ q) × (p+ q) mvf Θ which is meromorphic in D is said to be J–inner in
D if

(1) it is J–contractive:

Θ(z)JΘ(z)∗ ≤ J

at every point z ∈ D in the domain of analyticity of Θ and

(2) its nontangential boundary values, which exist a.e. on T, are J–unitary:

Θ(eit)JΘ(eit)∗ = J.

In this case the kernel

KΘ(z, ω) =
J − Θ(z)JΘ(ω)∗

ρω(z)
(4.1)

is positive on D × D and serves to define a reproducing kernel Hilbert space of
(p+ q) × 1 meromorphic mvf’s in D which we shall refer to as H(Θ). An abstract
characterization of reproducing kernel Hilbert spaces of (p + q) × 1 vector valued
functions with reproducing kernels of the form (4.1) with a Θ which is J–inner
with respect to the upper half plane is due to L. de Branges [16]. His formulation
contained an extra technical condition which was later shown to be superfluous by
J. Rovnyak [46]. The corresponding characterization for spaces with kernels based
on Θ which are J–inner with respect to D was worked out by J. Ball [11]. A unified
approach to both settings and additional generalizations, discussions and references
may be found in [4].

All these characterizations are expressed in terms of the generalized backward
shift operator

(Rαf)(z) =
f(z) − f(α)

z − α
(4.2)

which is defined for every point α in the domain of analyticity of f . In order to
simplify the discussion, we shall focus on finite dimensional spaces, since these will
suffice for our purposes.

Theorem 4.1. Let M be a finite dimensional Hilbert space of (p+q)×1 vector
valued meromorphic functions in D, let F be a (p+ q)×n mvf whose columns form
a basis for M and let P denote the Gram matrix of this basis, i.e.,

〈Fx, Fy〉M = y∗Px (4.3)

for every choice of x and y in Cn. Then M is an H(Θ) space for some J–inner mvf
Θ if and only if there exists at least one point α ∈ D in the domain of analyticity
of F such that

(1) M is Rα–invariant and
(2) the identity

〈f, g〉M + α〈Rαf, g〉M + ᾱ〈f, Rαg〉M

−(1 − |α|2)〈Rαf, Rαg〉M = g(α)∗Jf(α) (4.4)

holds for every choice of f and g in M.
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Moreover, in this case F is rational and Θ is uniquely specified up to a right constant
J–unitary factor by the formula

Θ(z) = Ip+q − ρµ(z)F (z)P−1F (µ)∗J, (4.5)

where µ is any point on T in the domain of analyticity of F .

Remark 4.2. The Rα–invariance imposed in the first condition of Theorem
4.1 forces F (z) to be of the form

F (z) = C (M − zN)
−1

(4.6)

for some choice of C ∈ C(p+q)×n, M ∈ Cn×n and N ∈ Cn×n with M−αN invertible
(see e.g., [25, Section 3]). Then in fact it turns out that the structural identity (4.4)
holds if and only if the Gram matrix P is a solution of the Lyapunov–Stein equation
(1.3). The equivalence of the de Branges identity with the Lyapunov–Stein equation
for finite dimensional Rα–invariant spaces seems to have been first established in
[24]; simpler and more transparent proofs may be found in [25] and [27].

Remark 4.2 leads immediately to the following reformulation of Theorem 4.1:

Theorem 4.3. Assume that G(z) = M −zN is invertible for at least one point
z ∈ C and that the columns of CG(z)−1 are linearly independent (in the sense that
CG(z)−1x = 0 for every point z in a nonempty open set in which G(z) is invertible
implies that x is the zero vector in Cn). Furthermore, let P > 0 be any n × n
positive definite matrix. Then the n–dimensional vector space

M =
{
CG(z)−1x : x ∈ C

n
}

(4.7)

endowed with the inner product

〈CG(z)−1x, CG(z)−1y〉M = y∗Px (4.8)

is an H(Θ) space if and only if P is a solution of the Lyapunov–Stein equation
(1.3).

Remark 4.4. Formulas (4.5) and (4.6) show that if H(Θ) is finite dimensional,
then Θ is rational. The converse is also true: Θ is rational if and only if H(Θ) is finite
dimensional. Moreover, the McMillan degree of Θ is equal to the dimension of H(Θ).
It is perhaps also worth emphasizing that formula (4.5) is a realization formula for
Θ(z). It does not appear in one of the standard forms D + zC(In − zA)−1B or
D+C(zIn−A)−1B because it is not “centered” at either zero or infinity. For more
information on these and other more general realizations, see [6].

The preceding discussion leads easily to the following useful conclusion:

Theorem 4.5. Let Θ be a rational J–inner mvf of McMillan degree n. Then
there exist matrices C ∈ C(p+q)×n, P ∈ Cn×n, a matrix polynomial G(z) = M−zN
with constant coefficients M , N in Cn×n and a point µ ∈ T such that

(1) P is positive definite and satisfies the Lyapunov–Stein equation (1.3).
(2) G(µ) is invertible and the columns of CG(z)−1 are linearly independent.
(3) Θ is uniquely specified by the formula

Θ(z) = Ip+q − ρµ(z)CG(z)−1P−1G(µ)−∗C∗J, (4.9)

up to a constant J–unitary factor on the right (in fact any point µ ∈ T at
which G(µ) is invertible, will do).
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Proof. By Remark 4.4, H(Θ) is an n dimensional space. Let F be a (p+q)×n
mvf whose columns form a basis for H(Θ). Then, in view of Theorem 4.1 and
Remark 4.2, F (z) = CG(z)−1, for some choice of matrices C, M and N of the
indicated sizes, and detG(z) 6≡ 0. Moreover, the Gram matrix P that is defined
by formula (4.3) for the space M = H(Θ) is a positive semidefinite solution of
(1.3), thanks to the de Branges identity (4.4). Formula (4.9) for Θ(z) emerges by
matching the two formulas (4.1) and

KΘ(z, ω) = F (z)P−1F (ω)∗

for the reproducing kernel of H(Θ) and then choosing ω = µ, where µ is a point on
T at which F is analytic, and then further normalizing Θ by the condition

Θ(µ) = Ip+q . (4.10)

�

Setting and objectives.

For the rest of this section we shall assume that C, M , N and P is a given set
of matrices such that (1.3)–(1.5) hold and that

the columns of CG(z)−1 are linearly independent (4.11)

(in the sense explained in the statement of Theorem 4.3) and P ≥ 0.

Let r = rankP . If r = n, i.e., if P > 0, then it follows from Theorem 4.3 that
the space M defined by (4.7) and endowed with the inner product (4.3) is an H(Θ)
space. However, if r < n, then (4.8) does not define an inner product. To overcome
this difficulty when r ≥ 1, we shall restrict attention to the subspace

MQ =
{
FQu : u ∈ C

k
}
, where Q ∈ C

n×k and Q∗PQ > 0. (4.12)

Then k ≤ r and MQ endowed with the inner product (4.3) is a k dimensional
reproducing kernel Hilbert space with reproducing kernel

Kω(z) = F (z)Q(Q∗PQ)−1Q∗F (ω)∗.

However, in order to be an H(Θ) space, it is also necessary (and sufficient) that
MQ is Rα–invariant for at least one point α ∈ C at which G(α) is invertible.

Theorem 4.6. Let P be a positive semidefinite solution of the Lyapunov–Stein
equation (1.7), let α be a point in C at which G(α) is invertible and let (4.11) and
(4.12) be in force. Then the following statements are equivalent:

(1) MQ is Rα–invariant.
(2) MQ is Rβ–invariant for every point β ∈ C at which G(β) is invertible.
(3) There exists a k × k matrix N♦ such that

NG(α)−1Q = QN♦.

(4) The vector space MQ endowed with the inner product (4.3) is an H(Θ)
space.

Moreover, if any one (and hence everyone) of these conditions is met, then the
rational function Θ of McMillan degree k is uniquely specified by the formula

Θ(z) = Ip+q − ρµ(z)C♦G
−1
♦ (z)P−1

♦ G♦(µ)−∗C∗
♦J (4.13)
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up to a J–unitary constant factor on the right, where

M♦ = Ik + αN♦, G♦(z) = M♦ − zN♦, P♦ = Q∗PQ, C♦ = CG(α)−1Q
(4.14)

and µ is any point on T at which G(µ) is invertible.

Proof. The proof is broken into steps.

Step 1. Statements (1) and (3) are equivalent.

Proof of Step 1: Suppose first that (1) holds. Then there exists a k × k
matrix N♦ such that

(RαCG
−1Q)(z) = CG(z)−1QN♦.

But now as
(RαG

−1)(z) = G(z)−1NG(α)−1,

it follows that
CG(z)−1NG(α)−1Q = CG(z)−1QN♦

and hence that (3) holds, since the columns of CG(z)−1 are linearly independent.
This completes the proof that (1) ⇒ (3). The opposite implication drops out easily
by running the argument backwards.

Step 2. Let M♦ and G♦(z) be defined as in (4.14) and assume that (3) holds.
Then G♦(z) is invertible whenever G(z) is invertible and the following formulas
are valid:

MG(α)−1Q = QM♦ (4.15)

and
G(z)G(α)−1Q = QG♦(z). (4.16)

Moreover,
(RβCG

−1Q)(z) = CG(z)−1QN♦G♦(β)−1 (4.17)

for every point β ∈ C at which G(β) is invertible.

Proof of Step 2: Clearly

MG(α)−1Q = (M − αN + αN)G(α)−1Q = Q+ αNG(α)−1Q = Q(Ik + αN♦),

by (3). This proves (4.15) and leads easily to (4.16). Since Q is a full rank matrix,
it follows from (4.16) that G♦(z) is invertible whenever G(z) is invertible and
moreover, that

G♦(α) = Ik.

To obtain (4.17), observe that in view of (4.16),

G(z)−1Q = G(α)−1QG♦(z)−1

and therefore,

(RβCG
−1Q)(z) = CG(α)−1Q(RβG

−1
♦ )(z)

= CG(α)−1QG−1
♦ (z)N♦G♦(β)−1

= CG(z)−1QN♦G♦(β)−1,

as claimed.

Step 3. Statements (2) and (3) are equivalent.

Proof of Step 3: By (4.17), (3) ⇒ (2). Therefore, since the implication
(2) ⇒ (1) is selfevident, and (1) ⇒ (3) by Step 1, it follows that (2) ⇔ (3).
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Step 4. Statements (1) and (4) are equivalent and formula (4.13) is valid.

Proof of Step 4: If (4) is in force, then, by Theorem 4.1, (1) holds. Conversely,
if (1) is in force, then (2) and (3) are also in force and hence, in view of formula
(4.16),

CG(z)−1Q = CG(α)−1QG♦(z)−1 = C♦G♦(z)−1, (4.18)

which allows us to characterize MQ as

MQ =
{
C♦G♦(z)−1u : u ∈ C

k
}
,

endowed with the inner product based on

〈f, g〉MQ
= 〈C♦G♦(z)−1u, C♦G♦(z)−1v〉MQ

= v∗P♦u.

It remains to show that P♦ satisfies the requisite Lyapunov–Stein identity, By (1.3),

Q∗G(α)−∗M∗PMG(α)−1Q−Q∗G(α)−∗N∗PNG(α)−1Q

= Q∗G(α)−∗C∗JCG(α)−1Q,

which, on account of (4.14), can be rewritten as

M∗
♦P♦M♦ −N∗

♦P♦N♦ = C∗
♦JC♦.

Since P♦ > 0, Theorem 4.5 is applicable and thus, MQ = H(Θ) and deg Θ = k. �

In this paper we are primarily interested in Rα–invariant subspaces MQ of
dimension r = rankP , since (as will be shown in the next section) these give rise

to the J–inner function Θ that is used to describe all the solutions of the âBIP.
Consequently, from now on we shall choose Q ∈ Cn×r such that

Q∗PQ > 0 (and hence rankQ∗PQ = rankP = r) (4.19)

and define the subspace

MQ =
{
CG(z)−1Qu : u ∈ C

r
}
. (4.20)

The constraint (4.19) admits the following geometric interpretation: (4.19) holds if
and only if the space Cn can be decomposed as

C
n = KerP

·

+ Q (4.21)

where the sum is direct and Q is the subspace of Cn given by

Q = Ran Q := {Qx : x ∈ C
r} .

Furthermore, the constraint (4.19) allows us to define a pseudoinverse matrix

P [−1] = Q (Q∗PQ)−1Q∗, (4.22)

which satisfies the equalities

P [−1]PP [−1] = P [−1] and PP [−1]P = P

(for a proof, see [15, Lemma 7.1]). Note that in general, the matrix P [−1] defined
via (4.22) is not the Moore–Penrose pseudoinverse, since the matrices P [−1]P and
PP [−1] are not necessarily Hermitian.

The following theorem is an immediate consequence of Theorem 4.6.
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Theorem 4.7. Let P ∈ Cn×n be a positive semidefinite solution of the Stein
equation (1.3) with rankP = r (1 ≤ r ≤ n), let α be a point in C at which G(α) is
invertible, let Q satisfy (4.19) and assume that (4.11) is in force. Furthermore, let
MQ be the space defined in (4.20) and endowed with the inner product (4.8). Then
MQ = H(Θ) for some J–inner mvf Θ if and only if

N(M − αN)−1Q = QN♦ (4.23)

for some N♦ ∈ Cr×r. In this instance, Θ is a rational mvf of McMillan degree r;
it can be specified by the formula

Θ(z) = Ip+q − ρµ(z)CG−1(z)P [−1]G(µ)−∗C∗J, (4.24)

where µ ∈ T is an arbitrary prescribed point at which G is invertible, and is unique
up to a J–unitary constant factor on the right.

Proof. In view of Theorem 4.1, it remains only to show that formulas (4.13)
and (4.24) are the same when k = r. But this follows readily from (4.18) and
(4.22). �

The following example shows that a space M of the form (4.7) with degenerate
inner product may not have an r dimensional subspace which can be identified as
an H(Θ) space.

Example 4.8. Let p = 2, q = 1, and let

P =

(
0 0
0 1

)
, M =

(
1 1
0 1

)
, N =

(
0 1
0 0

)
, C1 =

(
1 0
0 1

)

and C2 = (1, 0).

Then (1.3) holds, rankP = 1, G(z) =
(

1 1 − z
0 1

)
and NG(z)−1 =

(
0 1
0 0

)
.

Let us assume that (4.23) is satisfied, i.e., that there exist matrices

Q =

(
a
b

)
∈ C

2×1 and N♦ ∈ C
1×1

such that

Q∗PQ = |b|2 > 0 and

(
b
0

)
= NG(z)−1Q = QN♦ =

(
aN♦

bN♦

)
. (4.25)

The second relation in (4.25) implies that bN♦ = 0 and b = aN♦, which is not
compatible with the first relation in (4.25).

5. Parametrizations of all solutions

As we have already mentioned, the âBIP may be considered using Potapov’s
method of fundamental matrix inequalities. In particular, by Theorem 3.1, the set

Ŝ(M, N, P, C) is the same as the set of all solutions S of the FMI (3.3). This set
was parametrized in [15] in terms of a linear fractional transformation under the
additional assumption that there exists a matrix Q ∈ Cn×r that meets (4.19) such
that

MQ ⊆ Q and NQ ⊆ Q, (5.1)

where the r dimensional subspace Q is equal to the range of Q.
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A decomposition of the form (4.21) with the above mentioned invariance prop-
erties was used by V. Dubovoj in [22] to study the degenerate matrix Schur prob-
lem. This corresponds to the case where M = In and N is equal to the block shift
matrix. In more general settings, however, a decomposition of this form with the
requisite invariance properties may not exist.

The invariance properties of the subspace Q enable us to build a linear fractional

transformation describing all the solutions of the degenerate âBIP(M, N, P, C).
The matrix of coefficients of the linear fractional transformation

Θ =

(
θ11 θ12
θ21 θ22

)
:

(
Cp

Cq

)
→

(
Cp

Cq

)
(5.2)

is given by (4.24); it is J–inner in D, by Theorem 4.7.

Theorem 5.1. Let (4.11), (4.19) and (5.1) (or (4.23)) be in force, let P ∈ Cn×n

be a positive semidefinite solution of the Lyapunov–Stein equation (1.3) of rank r
(where 1 ≤ r ≤ n) and let the mvf Θ given by (4.24) be decomposed into four blocks

as in (5.2). Then all the solutions S of the âBIP(M, N, P, C) are parametrized
by the linear fractional transformation

S(z) = TΘ(E) := (θ11(z)E(z) + θ12(z)) (θ21(z)E(z) + θ22(z))
−1
, (5.3)

in which the parameter E ∈ Sp×q is of the form

E(z) = U

(
Ê(z) 0

0 Iν

)
V, (5.4)

where U ∈ Cp×p and V ∈ Cq×q are fixed unitary matrices that depend only on the
interpolation data,

ν = rank (M∗PM + C∗
2C2) − rankP = rank (N∗PN + C∗

1C1) − rankP, (5.5)

and Ê(z) is an arbitrary mvf in the Schur class S(p−ν)×(q−ν).

Proof. In view of Theorem 3.1, it suffices to show that the transformation
(5.3) with E as in (5.4) parametrizes all the solutions of the FMI (3.1). But this is
precisely what is shown in the proof of Theorem 7.4 of [15]. �

Remark 5.2. The case r = 0, is not covered by Theorem 5.1. However, this

case is simple: if S is a solution of the âBIP(M, N, P, C) with r = 0, then P = 0,
PS = 0, S(z)C2 ≡ C1 and the Stein equation (1.3) implies that C∗

1C1 = C∗
2C2.

Therefore, S is of the form U

(
s(z) 0
0 Iν

)
V , where ν = rankC1 = rankC2 and U

and V are unitary; see e.g., [23, p.8] for help with this, if need be. For the rest of
this paper we shall focus on the case r ≥ 1.

Note that for the nondegenerate âBIP(M, N, P, C) (det P 6= 0) the integer ν
defined by (5.5) is equal to zero; therefore, there is no constant block in (5.4) and
the parameter E varies over all of Sp×q. Moreover, the function Θ is now given by
formula (4.9). Thus, for the case when det P 6= 0 the last theorem simplifies as
follows.

Theorem 5.3. Let P ∈ Cn×n be a positive definite solution of the Lyapunov–
Stein equation (1.3) , let (4.11) be in force and let the mvf Θ given by (4.9) be decom-

posed into four blocks as in (5.2). Then all the solutions S of the âBIP(M, N, P, C)
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are parametrized by the linear fractional transformation (5.3), in which the param-
eter E varies over all of Sp×q.

The next theorem characterizes the set Ŝ(M, N, P, C) when P is a singular
positive semidefinite solution of the Stein equation (1.3) of rank r ≥ 1.

Theorem 5.4. Let P ∈ Cn×n be a positive semidefinite solution of the Lyapunov–
Stein equation (1.3), let (4.11) be in force and let (4.19) and (5.1) be in force for
some matrix Q ∈ Cn×r, M♦ and N♦ and let Θ be defined as in (4.24). Then a
mvf S is of the form (5.3) for some E ∈ Sp×q of the form (5.4) if and only if it

is a solution of the âBIP(M♦, N♦, P♦, C♦), where M♦, N♦, P♦ and C♦ are the
matrices defined in (4.14).

The proof follows immediately from Theorem 5.3 and the representation (4.13)
of Θ.

Theorem 5.4 is not applicable if condition (5.1) is not in force. If G(z) is
invertible on T, then some of the off diagonal entries in M and N can be modified
as in [15, Section 5] to produce a new problem that has the same set of solutions as
the given problem and for which (5.1) is in force. However, in the present setting

it is more convenient to parametrize the set of all solutions of the âBIP in terms
of a Redheffer linear fractional transformation. Accordingly, we now recall some

facts from [15] on a Redheffer type representation for the set Ŝ(M, N, P, C) of all

the solutions of the âBIP based on the methods of [36]. Let us consider the n× n
matrix valued function

∆ω(z) = G(ω)∗PG(z) + ρω(z)C∗
2C2. (5.6)

which was introduced in [26] and used extensively in [26] and [27] (in a more
general setting) and which will play an important role in this paper too. We begin
with a list of formulas which are taken from [26] and [27]. They can be verified
by straightforward computation, especially if they are tackled in the order in which
they are stated.

Lemma 5.5. If P ≥ 0 is a solution of the Lyapunov–Stein equation (1.7), then
the following formulas are valid for every choice of z and ω in C:

(1) ∆ω(z) = H(z)PH(ω)∗ + ρω(z)C∗
1C1, (5.7)

(2) ∆ω(z) = ∆z(ω)∗,

(3) ρω(z)G(z)∗PG(ω) + ρω(z)∗H(z)PH(ω)∗

= ρz(z)G(ω)∗PG(ω) + ρω(ω)H(z)PH(z)∗,

(4) ρω(z)∗∆ω(z) + ρω(z)∆ω(z)∗

= ρz(z)G(ω)∗PG(ω) + ρω(ω)H(z)PH(z)∗ + |ρω(z)|2 (C∗
1C1 + C∗

2C2) .

It turns out that the kernel of the matrix ∆ω(z) does not depend on the choice
of z and ω in D. To be more precise, let us introduce the subspace

K = KerPM ∩ KerPN ∩ KerC (5.8)
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and a family of subspaces

Kζ = KerPG(ζ)
⋂

KerC (ζ ∈ T). (5.9)

The formulas

K = KerPM ∩ KerC2 = KerPN ∩ KerC1,

which follow readily from the identity

M∗PM + C∗
2C2 = N∗PN + C∗

1C1

(which is just another way of writing (1.7)), allow us to express the integer ν in
(5.5) in terms of K as

ν = dimKerP − dimK.

The inclusion K ⊆ Kζ is selfevident; equality prevails for every point ζ ∈ T at which
G(ζ) is invertible. This is an easy consequence of the identity

G(ζ)∗PM + ζ̄N∗PG(ζ) = C∗JC,

which is valid for ζ ∈ T and solutions P of the Lyapunov–Stein equation (1.7).
This inclusion is also established in the next lemma, which extends Lemma 6.2 of
[15]. The extension (i.e., (5.11)) is an easy consequence of Lemma 5.5. The third
statement is immediate from (5.10) and (5.11).

Lemma 5.6. Let P ≥ 0 be a solution of the Lyapunov–Stein equation (1.7) and
let ω ∈ D. Then:

(1) For every point z ∈ D and for every point z ∈ T at which G(z) is invertible,

Ker∆ω(z) = Ker∆ω(z)∗ = K. (5.10)

(2) For every point ζ ∈ T,

Ker∆ω(ζ) = Ker∆ω(ζ)∗ = Kζ . (5.11)

(3) The subspace Kζ coincides with K for every point ζ ∈ T at which G(ζ) is
invertible.

From now on, let dim K = k and let Q ∈ Cn×(n−k) be an isometric matrix
whose columns span K⊥, the orthogonal complement of K in Cn with respect to
the standard inner product.

The next conclusion is a consequence of the preceding two lemmas.

Lemma 5.7. If P ≥ 0 is a solution of the Lyapunov–Stein equation (1.7) and
ω ∈ D, then Q∗∆ω(z)Q is invertible for every point z ∈ D and for every point
z ∈ T at which G(z) is invertible. Moreover, if

Kζ = K for every point ζ ∈ T at which det G(ζ) = 0, (5.12)

then Q∗∆ω(z)Q is invertible in the closed unit disk D.

We now define

∆[−1]
ω (z) := Q (Q∗∆ω(z)Q)

−1
Q∗,

for all points z ∈ C at which the indicated inverse exists. Since det {Q∗∆ω(z)Q} is
a polynomial in z of degree at most n−k, which has no zeros in D by the preceding
lemma, the inverse can fail to exist at most at n−k points, all of which fall outside
D. Moreover, Lemma 5.6 guarantees that:
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Lemma 5.8. If P ≥ 0 is a solution of the Lyapunov–Stein equation (1.7) and

ω ∈ D, then the function ∆
[−1]
ω (z) is rational and has at most n − k poles all of

which fall outside D. Moreover, if the condition (5.12) is in force, then ∆
[−1]
ω (z) is

analytic in the closed unit disk D.

Let P ≥ 0 be a solution of the Lyapunov–Stein equation (1.7), let ω ∈ D and let
PK denote the orthogonal projection of Cn onto K. Then the following equalities

hold at every point z ∈ D at which ∆
[−1]
ω (z) is analytic (for a proof, see [15, Lemma

6.9]):

(1) ∆[−1]
ω (z)∆ω(z)∆[−1]

ω (z) = ∆[−1]
ω (z).

(2) ∆ω(z)∆[−1]
ω (z)∆ω(z) = ∆ω(z).

(3) ∆ω(z)∆[−1]
ω (z) = ∆[−1]

ω (z)∆ω(z) = In − PK. (5.13)

These equalities serve to show that ∆
[−1]
ω (z) is the Moore–Penrose pseudoinverse

(see e.g. [42, Section 12.8]) of ∆ω(z) for every point z ∈ D at which ∆
[−1]
ω (z) is

analytic.

Next, following the analysis in Section 12 of [27] and its refinement in Section
10 of [15], let

W1 =

(
P

1
2G(ω)

ρω(ω)
1
2C2

)
and W2 =

(
−P

1
2H(ω)∗

ρω(ω)
1
2C1

)
(5.14)

for some fixed choice of ω ∈ D. Evaluating (5.6) and (5.7) at the point ω we get

∆ω(ω) = G(ω)∗PG(ω) + ρω(ω)C∗
2C2 = H(ω)PH(ω)∗ + ρω(ω)C∗

1C1,

which can be written as

∆ω(ω) = W ∗
1W1 = W ∗

2W2 (5.15)

and guarantees that the linear map

V : W1x −→W2x

is an isometry from DV = RanW1 ⊂ Cn+q onto RV = RanW2 ⊂ Cn+p. By
(5.15),

dimDV = dimRV = rank∆ω(ω) = n− k,

and thus, the dimensions of the orthogonal complements

D⊥
V = C

n+q ⊖DV and R⊥
V = C

n+p ⊖RV

are equal to

q′ := dimD⊥
V = k + q and p′ := dimR⊥

V = k + p,

respectively. Let W⊥
1 ∈ C(n+q)×q′

and W⊥
2 ∈ C(n+p)×p′

be isometric matrices
whose columns span D⊥

V
and R⊥

V
, respectively. Since rankP = r, it follows from

(5.14) that W⊥
1 and W⊥

2 can be chosen in the form

W⊥
1 =

(
X Y1

0 Z1

)
and W⊥

2 =

(
X Y2

0 Z2

)
, (5.16)

where X ∈ Cn×(n−r) is an isometric matrix whose columns form an orthonormal
basis for KerP . The main conclusion is formulated below as Theorem 5.9. The
formulas that are exhibited in Theorem 5.9 are derived in [15, Theorem 10.1]; an
earlier version with some additional restrictions appears as [27, Theorem 12.1].
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The fact that the set of all solutions of the âBIP is parametrized by the Redheffer
transformation (5.17) rests on the results of [36]). The analysis in [36] is applicable

because the set of all solutions of the âBIP(M, N, P, C) coincides with the set of
solutions to the AIP problem that is formulated in [36]) when it is specialized to

the setting of the âBIP(M, N, P, C).

Theorem 5.9. Let P ≥ 0 be a solution of the Lyapunov–Stein equation (1.7),
let ω ∈ D, let ∆ω(z) be the function defined in (5.6) and let δω(z) = z − ω. Then

all the solutions S of the âBIP are parametrized by the Redheffer transformation

S(z) = Ψ12(z) + Ψ11(z)E(z) (Iq − Ψ21(z)E(z))
−1

Ψ22(z), (5.17)

where

Ψ11(z) = Z2 + ρω(ω)−
1
2 δω(z)C1∆

[−1]
ω (z)G(ω)∗P

1
2 Y2, (5.18)

Ψ12(z) = ρω(z)C1∆
[−1]
ω (z)C∗

2 , (5.19)

Ψ21(z) =
δω(z)

ρω(z)
Y ∗

1

(
I −

δω(z)

ρω(ω)
P

1
2H(ω)∗∆[−1]

ω (z)G(ω)∗P
1
2

)
Y2, (5.20)

Ψ22(z) = Z∗
1 − ρω(ω)−

1
2 δω(z)Y ∗

1 P
1
2H(ω)∗∆[−1]

ω (z)C∗
2 , (5.21)

ν is the number given by (5.5) and E is a free independent parameter varying over
S(p−ν)×(q−ν). The mvf

Ψ(z) =

(
Ψ11(z) Ψ12(z)
Ψ21(z) Ψ22(z)

)

is inner in D.

Remark 5.10. If ω = 0, then the formulas (5.18)–(5.21) simplify to

Ψ11(z) = Z2 + zC1∆
[−1]
0 (z)M∗P

1
2Y2, (5.22)

Ψ12(z) = C1∆
[−1]
0 (z)C∗

2 , (5.23)

Ψ21(z) = zY ∗
1

(
I + zP

1
2N∆

[−1]
0 (z)M∗P

1
2

)
Y2, (5.24)

Ψ22(z) = Z∗
1 + zY ∗

1 P
1
2N∆

[−1]
0 (z)C∗

2 , (5.25)

where

∆
[−1]
0 (z) = Q (Q∗{M∗P (M − zN) + C∗

2C2}Q)−1
Q∗ (5.26)

and Q ∈ Cn×(n−k) is an isometric matrix whose columns span the orthogonal
complement of the subspace K of Cn that is defined by (5.8) with respect to the
standard inner product in Cn.

Corollary 5.11. The âBIP(M, N, P, C) has a unique solution (which is
rational) if and only if ν = min(p, q) and it has infinitely many solutions if ν <
min(p, q).

This conclusion follows immediately from the parametrization (5.17) of all the

solutions of the âBIP: if ν = min(p, q), then the second term does not appear
on the right hand side of (5.17) and the mvf Ψ12 (which is clearly rational) is the

unique solution of the âBIP. It turns out that even for the indeterminate case,

Ψ12 is a very special solution of the âBIP with important extremal properties.
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The next lemma summarizes some useful formulas that will be used in the
sequel. A justification of these formulas and another related formula is furnished
in the proof of Lemmas 10.2 and 10.3 of [15].

Lemma 5.12. Let P ≥ 0 be a solution of the Lyapunov–Stein equation (1.7),
let z, ω ∈ D and let Ψ12, Ψ11 and Ψ22 be the functions given by (5.19), (5.18) and
(5.21), respectively. Then

(Ip, −Ψ12(z))CG
−1(z) = C1∆

[−1]
ω (z)G(ω)∗P, (5.27)

(−Ψ12(z)
∗, Iq)CH(z)−∗ = C2∆

[−1]
ω (z)∗H(ω)P, (5.28)

C∗
1Ψ11(z) = H(z)P

1
2 Υω(z)Y2, (5.29)

Ψ22(z)C2 = −Y ∗
1 Υω(z)P

1
2G(z), (5.30)

where

Υω(z) =
ρω(ω)

1
2

ρω(z)

{
I −

δω(z)

ρω(ω)
P

1
2H(ω)∗∆[−1]

ω (z)G(ω)∗P
1
2

}
. (5.31)

6. The equality case

In this section we return to a general aBIP(M, N, P, C) and establish neces-
sary and sufficient conditions for this problem to be solvable.

Theorem 6.1. Let P be a positive semidefinite solution of the Lyapunov–Stein
equation (1.3) and let K and Kζ be the subspaces defined in (5.8) and (5.9), respec-
tively. Then the aBIP(M, N, P, C) is solvable if and only if K = Kζ for every
point ζ ∈ T at which G(ζ) is not invertible (i.e., if and only if (5.12) holds3).

Proof. Since P is a positive semidefinite solution of the Lyapunov–Stein equa-

tion (1.3), the âBIP(M, N, P, C) is solvable and all its solutions are parametrized
by formula (5.17). In particular, the function Ψ12(z) defined in (5.19) is a solution

of the âBIP(M, N, P, C) (corresponding to the parameter Ê(z) ≡ 0). We show
that under assumption (5.12), Ψ12(z) is a solution of aBIP(M, N, P, C). Let W0

be the mvf constructed via (3.10) from Ψ12:

W0(z) = −H(z)−1M∗P +H(z)−1C∗
1

(
Ip, −Ψ12(z)

)
CG(z)−1.

Then by (5.27),

W0(z) = −H(z)−1M∗P +H(z)−1C∗
1C1∆

[−1]
ω (z)G(ω)∗P. (6.1)

Making use of (5.7) and (5.13), we get

ρω(z)C∗
1C1∆

[−1]
ω (z) = In − PK −H(z)PH(ω)∗∆[−1]

ω (z), (6.2)

where PK is the orthogonal projection of Cn onto K. By definition (5.8),

PG(ω)PK = 0

and therefore, upon multiplying (6.2) by G(ω)∗P on the right, we get

ρω(z)C∗
1C1∆

[−1]
ω (z)G(ω)∗P = G(ω)∗P −H(z)PH(ω)∗∆[−1]

ω (z)G(ω)∗P.

3We remark that in view of Lemma 5.5, the condition (5.12) holds if and only if Kζ = K for

every point ζ ∈ T.
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Substituting the latter relation into (6.1) and making use of the equality

G(ω)∗ − ρω(z)M∗ = ω̄H(z),

we obtain

W0(z) =
ω̄

ρω(z)
P −

1

ρω(z)
PH(ω)∗∆[−1]

ω (z)G(ω)∗P. (6.3)

Let K = Kζ for every point ζ ∈ T at which det G(ζ) = 0. Then by Lemma 5.8,

the rational mvf ∆
[−1]
ω (z) is analytic in the closed unit disk D and it follows readily

from (6.3) that the rational mvf W0 is analytic in D as well. Therefore, Ψ12 is
a solution of aBIP(M, N, P, C) by Lemma 3.9. This completes the proof of the
sufficiency of (5.12).

Suppose next that S is a solution of the âBIP(M, N, P, C), that ζ0 ∈ T and
that f ∈ Kζ0

, i.e.,
PG(ζ0)f = 0 and Cf = 0. (6.4)

By Theorem 3.8, the mvf W defined by (3.12) belongs to Carathéodory class Cn×n

and the inequality (3.16) holds for all z ∈ D. Multiplying (3.16) by the matrix(
G(ζ0)f 0

0 Ip

)
on the right, by its adjoint on the left and taking advantage of

the first relation in (6.4), we conclude that

W (z)G(ζ0)f ≡ 0.

Consequently, the mvf W which is defined by (3.12), satisfies

W(z)G(ζ0)f = (zW (z) + 1
2
P )G(ζ0)f ≡ 0.

Therefore,
f∗G(ζ0)

∗ (W(ζ) + W(ζ)∗)G(ζ0)f = 0

at almost every point ζ ∈ T. In view of (3.14), the last equality can be written as

f∗G(ζ0)
∗G(ζ)−∗C∗

(
Ip −S(ζ)

−S(ζ)∗ Iq

)
CG(ζ)−1G(ζ0)f = 0. (6.5)

Since
G(ζ)−1G(ζ0) = In + (ζ − ζ0)G(ζ)−1N

and Cf = 0, it follows from (6.5) that

|ζ − ζ0|
2f∗N∗G(ζ)−∗C∗

(
Ip −S(ζ)

−S(ζ)∗ Iq

)
CG(ζ)−1Nf = 0.

Therefore,

f∗N∗G(ζ)−∗C∗

(
Ip −S(ζ)

−S(ζ)∗ Iq

)
CG(ζ)−1Nf = 0

for a.e. ζ ∈ T and hence, by (1.10),

f∗N∗PSNf =
1

2π

∫ 2π

0

f∗N∗G(eit)−∗C∗

(
Ip −S(eit)

−S(eit)∗ Iq

)
CG(eit)Nf dt

= 0.

Thus, PSNf = 0 for every solution S of the âBIP(M, N, P, C) and hence, if
PS = P , then it is readily seen that f ∈ K. This proves that Kζ0

⊆ K and thus, as
the opposite inclusion is selfevident and ζ0 is an arbitrary point on the unit circle,
Kζ = K for every ζ ∈ T. �
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As a byproduct of this analysis, we obtain the following conclusion for positive
semidefinite solutions of the Lyapunov–Stein equation (1.3).

Corollary 6.2. Let P be a positive semidefinite solution of the Lyapunov–
Stein equation (1.3) and let (5.12) hold. Then (1.21) holds also.

Proof. By Theorem 6.1, the aBIP(M, N, P, C) has a solution S. Thus,
PS = P and (1.21) now follows from (1.17) by Remark 1.2. �

Theorem 6.3. Let P be a positive semidefinite solution of the Lyapunov–Stein
equation (1.3), let condition (5.12) be in force and let ν be the integer defined in
(5.5). Then the set S(M, N, P, C) consists of exactly one element if and only if
ν = min(p, q); it consists of infinitely many elements if ν < min(p, q).

Proof. Let ν = min(p, q). By Corollary 5.11, the âBIP(M, N, P, C) has a
unique solution S = Ψ12 which is defined in (5.19). Since condition (5.12) is in
force, the set S(M, N, P, C) is not empty and hence must consist of the unique
element Ψ12 due to the inclusion (1.20).

Let ν < min(p, q). Then the set Ŝ(M, N, P, C) consists of infinitely many
elements and all of them are parametrized by the formula (5.17). Since condition

(5.12) is in force, the rational mvf ∆
[−1]
ω (z) is analytic in D and it follows readily

from (5.18)–(5.21) that the coefficients Ψjk of the Redheffer transform (5.17) are

rational mvf’s that are analytic in D. Let E be an arbitrary rational function from
S(p−ν)×(q−ν) such that

‖Ψ21(z)E(z)‖ < 1 at every point z ∈ D. (6.6)

We show that the function S corresponding to such a parameter via formula (5.17)
is a solution of the aBIP(M, N, P, C). To this end set

Sε(z) = Ψ11(z)E(z) (Iq − Ψ21(z)E(z))−1 Ψ22(z)

so that

S(z) = Ψ12(z) + Sε(z) (6.7)

and let W be the mvf constructed via (3.10). Upon substituting (6.7) into (3.10)
we get

W (z) = W0(z) −Wε(z),

where W0 is given by (6.1) and

Wε(z) = H(z)−1C∗
1Sε(z)C2G(z)−1.

Making use of the equalities (5.29) and (5.30), we get

Wε(z) = H(z)−1C∗
1Ψ11(z)E(z) (Iq − Ψ21(z)E(z))

−1
Ψ22(z)C2G(z)−1

= −P
1
2 Υω(z)Y2E(z) (Iq − Ψ21(z)E(z))

−1
Y ∗

1 Υω(z)P
1
2 ,

where Υω is the mvf defined in (5.31) and Y1 and Y2 are constant matrices from

the block decompositions (5.16). Since ∆
[−1]
ω (z) is analytic in D, it follows from

(5.31) that the rational mvf Υω is analytic in D as well. Therefore, the rational
mvf Wε is analytic in D by (6.6) and W0 is analytic in D by (6.3). Thus, the
rational mvf W is analytic in D. By Lemma 3.9, S of the form (6.7) is a solution of
the aBIP(M, N, P, C). This completes the proof, since there are infinitely many
parameters E which are rational and satisfy (6.6). �
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Corollary 6.4. Let P be a positive definite solution of the Lyapunov–Stein
equation (1.3) and let condition (1.21) be in force. Then the aBIP(M, N, P, C)
has infinitely many solutions.

Proof. Since P > 0, the number ν defined by (5.5) is equal to zero, which is
certainly less than min(p, q). In view of Theorem 6.3, it remains only to show that
condition (5.12) is in force. Under assumption (1.5), KerM ∩ KerN = {0} and,
since P is invertible, K = {0}, by definition (5.8). Thus, it suffices to show that
Kζ = {0} for every point ζ ∈ T. To this end, let ζ0 ∈ T and let f ∈ Kζ0

. Then,
since P > 0,

Mf = ζ0Nf and Cf = 0. (6.8)

By Remark 2.12, we can assume without loss of generality that the matrices M and
N are of the form (2.11). Let

f = col (f1, f2, f3) and C =
(
C̃1, C̃2, C̃3

)
(6.9)

be partitioned conformally with the block decompositions (2.11) of M and N . Sub-
stituting (2.11) and (6.9) into (6.8) and taking advantage of the spectral conditions
(2.10), we conclude that

f1 = 0, f2 = 0, f3 = ζ0A3f3 and C̃3f3 = 0.

Then

C̃3A
k
3f3 = ζ̄0

k
C̃3f3 = 0 (k ≥ 0)

and therefore,

C̃3 (Ik3
− ζA3)

−1
f3 = 0

at every point ζ ∈ T where (Ik3
− ζA3) is invertible. Since the entries f1 and f2 of

f are equal to zero, the latter equality implies that

C(M − ζN)−1f = 0

at every point ζ ∈ T where G(ζ) is invertible. By condition (1.21), f belongs to
KerP and since P is positive definite, f = 0. Thus, Kζ = {0} for every point ζ ∈ T,
as needed. �

7. Nontangential limits

In what follows we shall focus on the case when all the singular points of G−1

fall on T. The corresponding interpolation problems are then expressed in terms
of nontangential limits at these points. In this section we shall prepare a number
of basic facts on nontangential limits for mvf’s which are analytic in the open unit
disk and especially, for functions from the classes H2 and C. First we review some
needed definitions.

For β ∈ T and φ ∈ (0, π
2 ), the “ice cream” cone

Uβ(φ) = {z : |z| < 1 and | arg(β − z)| < φ} (7.1)

is called a Stoltz angle with vertex at β and half angle φ (see e.g. [44, Chapter 1]).
It is obviously symmetric with respect to the radius connecting β with the origin.

Let Uβ ⊂ D be an open set whose boundary ∂Uβ is a rectifiable Jordan curve.
We shall say that Uβ is a nontangential neighborhood of a point β ∈ T if it belongs
to some Stoltz angle Uβ(φ) and has β as a limit point.
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We say that a mvf F which is analytic in D, has the nontangential limit A at
β ∈ T and write ∠ lim

z→β
F (z) = A if

F (z) → A as z → β and z ∈ Uβ(φ) (0 < φ <
π

2
).

It turns out that the boundary behavior of the Carathéodory function W defined
in (3.12), is closely connected to the boundary interpolation conditions imposed on
S. Therefore, the following lemma will be useful.

Lemma 7.1. Let Φ belong to Cn×n and let

Φ(z) = iα+
1

2π

∫ 2π

0

eit + z

eit − z
dσ(t) (7.2)

be its Riesz–Herglotz representation with α = α∗ and a positive semidefinite n×n–
matrix–valued measure dσ(t). Let β = eit0 ∈ T and let σ({t0}) denote the matrix
assigned to the point β by the matrix–valued measure σ. Then the nontangential
limits

∠ lim
z→β

(z − β)j+1Φ(j)(z) = (−1)j+1 j!β

π
σ({t0}) (7.3)

and

∠ lim
z→β

(
(z − β)j+1Φ(z)

)(j)
= −

j!β

π
σ({t0})

exist for all integers j ≥ 0.

Proof. By assumption, the points z ∈ D of interest tend to a boundary point
β and belong to a Stoltz cone Uβ(φ) for some angle φ < π

2 . Since z tends to β, it
can be assumed without loss of generality that z also belongs to the cone

Vβ(ψ) = {z : (| arg z − arg β| < ψ <
π

2
− φ} (7.4)

with vertex at the origin and half angle ψ < π
2 − φ. Thus, one can assume z to be

of the form

z = reiτβ, where | arg(z − β)| < φ and |τ | < ψ <
π

2
− φ. (7.5)

It follows from (7.5) and the law of sines that r < sin φ
sin(φ+τ) and therefore,

∣∣∣∣
sin τ

2

1 − r

∣∣∣∣ <
∣∣∣∣∣

sin τ
2

1 − sin φ
sin(φ+τ)

∣∣∣∣∣ =
∣∣∣∣

sin(φ+ τ)

2 cos(φ+ τ
2 )

∣∣∣∣ <
1

2 cos(φ+ ψ)
,

which in turn, leads to the estimate
∣∣∣∣
z − β

eit − z

∣∣∣∣ <
|z − β|

1 − |z|
=

|1 − reiτ |

1 − r

=

∣∣∣∣1 + r
1 − eiτ

1 − r

∣∣∣∣ < 1 + 2

∣∣∣∣
sin τ

2

1 − r

∣∣∣∣ < 1 +
1

cos(φ+ ψ)
. (7.6)

It follows from (7.2) that

Φ(j)(z) =
j!

π

∫ 2π

0

eit

(eit − z)j+1
dσ(t) (j ≥ 1)

and therefore,

(z − β)j+1Φ(j)(z) =
j!

π

∫ 2π

0

fz(t)dσ(t),
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where

fz(t) =
(z − β)j+1eit

(eit − z)j+1
.

By (7.6), fz has a summable majorant and it is readily seen that

∠ lim
z→β

fz(t) =

{
0 if eit 6= β,

(−1)j+1β if eit = β.

Therefore, by the dominated convergence principle,

∠ lim
z→β

(z − β)j+1Φ(j)(z) =
j!

π

∫ 2π

0

∠ lim
z→β

fz(t)dσ(t)

= (−1)j+1 j!β

π
σ({t0}) (eit0 = β),

which proves (7.3) for j ≥ 1. The case j = 0 is established in much the same way
with the help of the representation (7.2) (see e.g., [23, Lemma 8.1]).

The second assertion of the lemma follows from (7.3): by Leibnitz’s rule,

∠ lim
z→β

(
(z − β)k+1Φ(z)

)(k)
= ∠ lim

z→β

k∑

j=0

(
k
j

)
(k + 1)!

(j + 1)!
(z − β)j+1Φ(j)(z)

=

k∑

j=0

(
k + 1
j + 1

)
k!

j!
∠ lim

z→β
(z − β)j+1Φ(j)(z)

=
k!β

π
σ({t0})

k∑

j=0

(−1)j+1

(
k + 1
j + 1

)

= −
k!β

π
σ({t0}).

�

Lemma 7.2. Let Φ belong to Cn×n and let

Φ(z) =
Φ(z) − Φ(0)

z
.

Then the nontangential limits

∠ lim
z→β

(z − β)j+1Φ(z)(j) = (−1)j+1 j!

π
σ({t0})

and

∠ lim
z→β

(
(z − β)j+1Φ(z)

)(j)
= −

j!

π
σ({t0})

exist for all j ≥ 0, where β = eit0 ∈ T and σ({t0}) is the measure assigned to
the point t0 by the matrix–valued measure σ from the Riesz–Herglotz representation
(7.2) of Φ.

Proof. By (7.2),

Φ(z) =
1

2zπ

∫ 2π

0

(
eit + z

eit − z
− 1

)
dσ(t) =

1

π

∫ 2π

0

dσ(t)

eit − z

and

Φ(j)(z) =
j!

π

∫ 2π

0

dσ(t)

(eit − z)j+1
.
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The rest of the proof is much the same as the proof of Lemma 7.1. �

The Riesz–Herglotz representation (7.2) of Φ guarantees that the kernel

KΦ(z, ω) =
Φ(z) + Φ(ω)∗

1 − zω̄
(7.7)

admits the integral representation

KΦ(z, ω) =
1

π

∫ 2π

0

dσ(t)

(eit − z)(e−it − ω̄)
,

and hence is a positive kernel on D × D. Moreover, since

∂j+ℓ

∂zj∂ω̄ℓ
(KΦ(z, ω)) =

j!ℓ!

π

∫ 2π

0

dσ(t)

(eit − z)j+1(e−it − ω̄)ℓ+1
, (7.8)

the arguments used to prove Lemma 7.1 lead in much the same way to the following
two conclusions:

Lemma 7.3. Let Φ ∈ Cn×n admit a representation (7.2) with a positive semi-
definite matrix–valued measure dσ, let KΦ be the associated positive kernel defined
by (7.7) and let β = eit0 ∈ T. Then the nontangential limits

∠ lim
z,ω→β

(z − β)j+1(ω̄ − β̄)ℓ+1 ∂j+ℓ

∂zj∂ω̄ℓ
(KΦ(z, ω)) = (−1)j+ℓ j!ℓ!

π
σ({t0}) (7.9)

and

∠ lim
z,ω→β

∂j+ℓ

∂zj∂ω̄ℓ

(
(z − β)j+1(ω̄ − β̄)ℓ+1KΦ(z, ω)

)
=
j!ℓ!

π
σ({t0})

exist for every pair of nonnegative integers j and ℓ.

Proof. The proof of the first assertion relies on the integral representation
(7.8) and the arguments from the proof of Lemma 7.1. The second assertion follows
from (7.9) by a double application of Leibnitz’s rule:

∠ lim
z,ω→β

∂j+ℓ

∂zj∂ω̄ℓ

(
(z − β)j+1(ω̄ − β̄)ℓ+1KΦ(z, ω)

)

= ∠ lim
z,ω→β

j∑

i=0

ℓ∑

k=0

(
j
i

)(
ℓ
k

)
(j + 1)!(ℓ+ 1)!

(i+ 1)!(k + 1)!

×(z − β)i+1(ω̄ − β̄)k+1 ∂i+k

∂zi∂ω̄k
(KΦ(z, ω))

=
j!ℓ!

π
σ({t0})

j∑

i=0

ℓ∑

k=0

(−1)i+k

(
j + 1
i+ 1

)(
ℓ+ 1
k + 1

)
=
j!ℓ!

π
σ({t0}).

�

Lemma 7.4. Let Φ ∈ Cn×n, let KΦ be the associated positive kernel defined by
(7.7) and let β1 and β2 be two distinct points on T. Then

∠ lim
z → β1

ω → β2

∂j+ℓ

∂zj∂ω̄ℓ

(
(z − β1)

j+1(ω̄ − β̄2)
ℓ+1KΦ(z, ω)

)

= ∠ lim
z → β1

ω → β2

(z − β1)
j+1(ω̄ − β̄2)

ℓ+1 ∂j+ℓ

∂zj∂ω̄ℓ
(KΦ(z, ω)) = 0 (7.10)
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for every pair of nonnegative integers j and ℓ.

Proof. Using (7.8) we get

(z − β1)
j+1(ω̄ − β̄2)

ℓ+1 ∂j+ℓ

∂zj∂ω̄ℓ
(KΦ(z, ω)) =

j!ℓ!

π

∫ 2π

0

fz,ω(t)dσ(t),

where

fz,ω(t) =
(z − β1)

j+1(ω̄ − β̄2)
ℓ+1

(eit − z)j+1(e−it − ω̄)ℓ+1
.

It is readily seen that

∠ lim
z → β1

ω → β2

fz,ω(t) = 0 (∀ t)

and then, the second equality in (7.10) follows by the dominated convergence prin-
ciple (which is applicable, thanks to (7.6)). The first assertion now follows just as
in the proof of Lemma 7.3, by a double application of Leibnitz’s rule. �

Lemma 7.5. Let F ∈ H
p×q
2 . Then, for every integer j ≥ 0 there exists a

constant Aj > 0 such that

∥∥∥F (j)(z)
∥∥∥ ≤

Aj‖F‖H
p×q
2

(1 − |z|2)j+ 1
2

(7.11)

for every z ∈ D.

Proof. Let ρz be defined as in (2.4) and let y ∈ Cp. Then, since

∂j

∂z̄j

(
Ip

ρz(ζ)

)
= j!

ζjIp
ρz(ζ)j+1

is the reproducing kernel for the j–th derivative in H
p
2,

∥∥∥∥
ζjy

ρz(ζ)j+1

∥∥∥∥
2

H
p
2

=

〈
ζjy

ρz(ζ)j+1
,

ζjy

ρz(ζ)j+1

〉

H
p
2

=
y∗y

j!

(
ζj

ρz(ζ)j+1

)(j)
∣∣∣∣∣
ζ=z

= ‖y‖2

j∑

k=0

(j + k)!

(k!)2(j − k)!
·

|z|2k

(1 − |z|2)j+k+1

≤
‖y‖2

ρz(z)2j+1

j∑

k=0

(j + k)!

(k!)2(j − k)!
.

Using again the reproducing kernel property together with Cauchy’s inequality and
setting

Aj = j!

(
j∑

k=0

(j + k)!

(k!)2(j − k)!

) 1
2

,
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we conclude that for every choice of x ∈ Cq,

|y∗F (j)(z)x| = j!

∣∣∣∣∣

〈
Fx,

ζjy

ρz(ζ)j+1

〉

H
p
2

∣∣∣∣∣ ≤ j! ‖Fx‖H
p
2
·

∥∥∥∥
ζjy

ρz(ζ)j+1

∥∥∥∥
H

p
2

≤
Aj · ‖F‖H

p×q
2

· ‖x‖ · ‖y‖

(1 − |z|2)j+ 1
2

.

Choosing y = F (j)(z)x in the preceding inequality, we get

‖F (j)(z)x‖2 ≤
Aj · ‖F‖H

p×q
2

· ‖x‖ · ‖F (j)(z)x‖

(1 − |z|2)j+ 1
2

,

which is equivalent to

‖F (j)(z)x‖ ≤
Aj · ‖F‖H

p×q
2

‖x‖

(1 − |z|2)j+ 1
2

and leads easily to (7.11). �

Corollary 7.6. Let F ∈ H
p×q
2 and let β ∈ T. Then, for every pair of integers

j ≥ 0 and k ≥ 1, the nontangential limit

∠ lim
z→β

dj

dzj

(
(z − β)j+kF (z)

)
= 0

exists.

Proof. Let z be of the form (7.5). Then it follows from (7.11) and (7.6) that

‖(z − β)j+kF (j)(z)‖ ≤ Aj‖F‖H
p×q
2

∣∣∣∣
1 − reiτ

1 − r2

∣∣∣∣
j+ 1

2

|z − β|k−
1
2

< Aj‖F‖H
p×q
2

(
1 +

1

cos(φ+ ψ)

)j+ 1
2

|z − β|k−
1
2

and therefore, that

∠ lim
z→β

(z − β)j+kF (j)(z) = 0 (j ≥ 0, k ≥ 1).

The rest follows easily by Leibnitz’s rule. �

The next lemma is an analogue of Lemma 7.3 for Hardy functions.

Lemma 7.7. Let F ∈ H
n×q
2 and let β ∈ T. Then, for every nonnegative integer

m, the nontangential limit

∠ lim
z,ω→β

∂2m

∂zm∂ω̄m

(
(z − β)m+1F (z)F (ω)∗

ρω(z)
(ω̄ − β̄)m+1

)
= 0. (7.12)

Proof. Let

Φ(z) =
1

4π

∫ 2π

0

eit + z

eit − z
F (eit)F (eit)∗dt (7.13)

so that
Φ(z) + Φ(ω)∗

1 − zω̄
=

1

2π

∫ 2π

0

F (eit)F (eit)∗dt

(eit − z)(e−it − ω̄)
.
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The last equality implies that

v∗
Φ(z) + Φ(ω)∗

1 − zω̄
u =

〈
F ∗u

ρω
,
F ∗v

ρz

〉2

Lp
2

for z, ω ∈ D and u, v ∈ Cn.

Let p denote the orthogonal projection of Lp
2(T) onto H

p
2. Then, since F ∈

H
n×q
2 ,

p
F ∗u

ρz
=
F (z)∗u

ρz

for z ∈ D and u ∈ Cn (for a proof see e.g., [23, Lemma 2.1]), it is readily seen
that for every set of points ω1, . . . , ωm ∈ D, of vectors u1, . . . , um ∈ Cn and every
positive integer m,

m∑

i,j=1

u∗i
F (ωi)F (ωj)

∗

ρωj
(ωi)

uj =

∥∥∥∥∥∥

m∑

j=1

F (ωj)
∗uj

ρωj

∥∥∥∥∥∥

2

H
p
2

=

∥∥∥∥∥∥
p

m∑

j=1

F ∗uj

ρωj

∥∥∥∥∥∥

2

Lp
2

≤

∥∥∥∥∥∥

m∑

j=1

F ∗uj

ρωj

∥∥∥∥∥∥

2

Lp
2

=

m∑

i,j=1

u∗i
Φ(ωi) + Φ(ωj)

∗

ρωj
(ωi)

uj.

This means that

Φ(z) + Φ(ω)∗ − F (z)F (ω)∗

ρω(z)
� 0 (z, ω ∈ D). (7.14)

Therefore, the kernels

K1
ω(z) =

∂2m

∂zm∂ω̄m

(
(z − β)m+1 Φ(z) + Φ(ω)∗

ρω(z)
(ω̄ − β̄)m+1

)

and

K2
ω(z) =

∂2m

∂zm∂ω̄m

(
(z − β)m+1F (z)F (ω)∗

ρω(z)
(ω̄ − β̄)m+1

)
,

are positive on D × D, by Proposition 2.3, and satisfy

K1
ω(z) � K2

ω(z) � 0,

on account of (7.14). By the proof of Proposition 2.2,

|x∗K2
ω(z)y|2 ≤ (x∗K2

z (z)x)(y∗K2
ω(ω)y) ≤ (x∗K1

z (z)x)(y∗K1
ω(ω)y) (7.15)

for every x, y ∈ Cn. Since the measure in the Riesz–Herglotz representation (7.13)
of Φ is absolutely continuous, it follows by Lemma 7.3 that

∠ lim
z,ω→β

K1
ω(z) = 0,

which together with (7.15) implies that

∠ lim
z,ω→β

x∗K2
ω(z)y = 0.

The latter is equivalent to (7.12), since x and y are arbitrary. �



7. NONTANGENTIAL LIMITS 39

Lemma 7.8. Let β ∈ T and let F be a mvf which is analytic in D. Then

∠ lim
z→β

(z − β)−mF (z) = 0 (7.16)

if and only if

∠ lim
z→β

F (j)(z) = 0 for j = 0, . . . ,m. (7.17)

Proof. Let relation (7.16) hold. By the definition of nontangential limit,
it suffices to show that F (j)(z) tends to zero as z tends to β from inside any

preassigned Stoltz angle Uβ(φ) defined via (7.1). Take φ̃ (φ < φ̃ < π
2 ) and a Stoltz

angle Uβ(φ̃) ⊃ Uβ(φ). By (7.16), for every ε > 0, there exists δ > 0 such that

‖(ζ − β)−jF (ζ)‖ < ε for j = 0, . . . ,m and ∀ ζ ∈ Uβ(φ̃) ∩ Dβ(δ), (7.18)

where Dβ(δ) = {z : |z − β| < δ}. Take z ∈ Uβ(φ) ∩ Dβ(δ/2) and let Tz be the

maximal circle which is centered at z and lies in Uβ(φ̃). It is easily seen that Tz also
belongs to Dβ(δ). Therefore, the estimate (7.18) is valid for every point ζ ∈ Tz.
Moreover, the inequality

∣∣∣∣
ζ − β

ζ − z

∣∣∣∣ < 1 +

∣∣∣∣
z − β

ζ − z

∣∣∣∣ < 1 +
1

sin(φ̃− φ)
(7.19)

holds for all ζ ∈ Tz and thus, by Cauchy’s formula,

‖F (j)(z)‖ =
j!

2π

∥∥∥∥
∫

Tz

F (ζ)dζ

(ζ − z)j+1

∥∥∥∥

≤
j!

2π

∥∥∥∥
∫

Tz

dζ

ζ − z

∥∥∥∥ max
ζ∈Tz

{
‖F (ζ)‖

|ζ − β|j

∣∣∣∣
ζ − β

ζ − z

∣∣∣∣
j
}

< j!ε

(
1 +

1

sin(φ̃− φ)

)j

,

which proves (7.17).

Conversely, if the relations (7.17) are in force, take ε > 0 and choose δ > 0 such
that

‖F (m)(z)‖ < ε for all z ∈ Uβ(φ) ∩ Dβ(δ). (7.20)

Then, upon letting ω → β in the Taylor representation

F (z) =

m−1∑

j=0

F (j)(ω)

j!
(z − ω)j +

∫ z

ω

(z − ζ)m−1

(m− 1)!
F (m)(ζ)dζ (ω ∈ Uβ(φ) ∩ Dβ(δ)),

and taking advantage of (7.17), we get

F (z) =
1

(m− 1)!

∫ z

β

(z − ζ)m−1F (m)(ζ)dζ.

Using the estimate (7.20) and the parametrization ζ = β+(z− β)t (0 ≤ t ≤ 1), we
get

‖F (z)‖ ≤
ε

(m− 1)!

∫ 1

0

|z − β|m(1 − t)m−1dt =
ε

m!
|z − β|m,

which proves (7.16). �
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Corollary 7.9. Let β ∈ T and let F be a mvf which is analytic in D. Then

∠ lim
z→β

(z − β)−m {F (z) − F0 − (z − β)F1 − . . .− Fm(z − β)m} = 0, (7.21)

if and only if

∠ lim
z→β

F (j)(z)

j!
= Fj for j = 0, . . . ,m. (7.22)

For the proof it suffices to apply the preceding lemma to the function

F̃ (z) = F (z) − F0 − (z − β)F1 − . . .− Fm(z − β)m.

Remark 7.10. Let U ⊂ D be any simply connected open set whose boundary
is a rectifiable Jordan curve and let F be a mvf which is analytic in D and is such
that F ′ is uniformly bounded on U :

‖F ′(z)‖ ≤ k <∞ (z ∈ U ⊆ D).

Then F is uniformly bounded on U .

For the proof we fix a point α ∈ U , represent F in the form

F (z) = F (α) +

∫ z

α

F ′(ζ)dζ

and conclude that

‖F (z)‖ ≤ ‖F (α)‖ + L(∂U)‖F ′(z)‖ < ‖F (α)‖ + kL(∂U) (z ∈ U),

where L(∂U) denotes the length of the rectifiable curve ∂U .

Corollary 7.11. Let a kernel K(z, ω) be analytic in z and ω̄ on D let
∂2mK

∂zm∂ω̄m

be uniformly bounded for every pair of points z and ω in a nontangential neighbor-
hood Uβ of β ∈ T. Then

K̃(z, ω) =
∂2m

∂zm∂ω̄m

(
(z − β)(ω̄ − β̄)K(z, ω)

)

is uniformly bounded for every pair of points z and ω in Uβ.

Proof. By Leibnitz’s rule,

K̃ = (z − β)(ω̄ − β̄)
∂2mK

∂zm∂ω̄m
+m(z − β)

∂2m−1K

∂zm∂ω̄m−1

+m(ω̄ − β̄)
∂2m−1K

∂zm−1∂ω̄m
+m2 ∂2m−2K

∂zm−1∂ω̄m−1
.

The first term on the right is uniformly bounded by assumption. The three other
terms are uniformly bounded by Remark 7.10. �
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8. The Nevanlinna–Pick boundary problem

In this section we apply the preceding analysis to study a boundary Nevanlinna–
Pick problem that will be formulated below in terms of the integers r1, . . . , rm,
1 ≤ rj ≤ min(p, q) , n = r1 + . . .+ rm and the entries in the matrices

M = In, N =




β̄1Ir1

. . .

β̄mIrm


 , C =

(
C1

C2

)
=

(
ξ1 · · · ξm
η1 · · · ηm

)
,

(8.1)
where the βj are distinct points on T, ξj ∈ Cp×rj and ηj ∈ Cq×rj . Correspondingly,
by (1.4) and (1.12),

G(z)−1 = diag

{
Ir1

1 − β̄1z
, . . . ,

Irm

1 − β̄mz

}
(8.2)

and

H(z)−1 = diag

{
Ir1

z − β1
, . . . ,

Irm

z − βm

}
. (8.3)

We shall consider the âBIP(In, N, P, C) for this choice of N and C and for any
n× n–matrix P ≥ 0 satisfying the Stein equation

P −N∗PN = C∗
1C1 − C∗

2C2. (8.4)

We shall assume that

P = (Pjℓ)
m
j,ℓ=1 , Pjℓ ∈ C

rj×rℓ (8.5)

is partitioned conformally with N . Then, in view of (8.1), the Stein equation (8.4)
reduces to the following set of equalities:

(1 − βj β̄ℓ)Pjℓ = ξ∗j ξℓ − η∗j ηℓ, j, ℓ = 1, . . . ,m. (8.6)

The off diagonal blocks Pjℓ of P are uniquely defined by (8.6) and are equal to

Pjℓ =
ξ∗j ξℓ − η∗j ηℓ

1 − βj β̄ℓ
(j 6= ℓ).

On the other hand, the diagonal blocks Pjj are not defined by (8.6) but the condi-
tions

ξ∗j ξj = η∗j ηj for j = 1, . . . ,m (8.7)

are seen to be necessary for the Stein equation (8.4) to have a solution. They are
also sufficient to insure the existence of a positive semidefinite solution P ≥ 0: if
(8.7) is in force, we define the off diagonal blocks of P by (8.5) and then choose the
diagonal blocks Pjj of P large enough to insure the positivity of P .

The next theorem, which is established in [23, Section 8], serves to express con-
dition (1.9) in the present setting in terms of the boundary limits of an interpolant
S. The existence and identification of the limits in (8.9) and (8.12) under condition
(8.8) was obtained earlier in [39] by different methods.

Theorem 8.1. Let S ∈ Sp×q, β ∈ T and let ξ ∈ Cp×r be a matrix of full rank
r (r ≤ min(p, q)). Then:

I. The following three statements are equivalent:
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(1) The reproducing kernel Λω(z) of H(S) defined in (2.5), is subject to the
bound

‖ξ∗Λz(z)ξ‖ ≤ κ‖ξ‖2 <∞ (8.8)

for every point z in a nontangential neighborhood Uβ of β.
(2) The nontangential limit

PL = ∠ lim
z→β

ξ∗Λz(z)ξ (8.9)

exists.
(3) The nontangential limit

∠ lim
z→β

S(z)∗ξ = η (8.10)

exists and serves to define the matrix η. Furthermore,

∠ lim
z→β

S(z)η = ξ, ξ∗ξ = η∗η, (8.11)

and the nontangential limit

PV = ∠ lim
z→β

ξ∗ξ − ξ∗S(z)η

1 − zβ̄
(8.12)

exists.

II. If any one (and hence every one) of the preceding three statements is in force,

then the columns of the mvf B(z) =
ξ − S(z)η

ρβ(z)
belong to H(S), the nontangential

limits (8.12) and (8.9) are equal and

x∗PLx = x∗PVx = ‖Bx‖2
H(S)

for every x ∈ Cn.

III. Any two of the three equalities in (8.10) and (8.11) imply the third.

Theorem 8.1 is a matrix valued extension of the classical Carathéodory–Julia
theorem [19], [32], which may be obtained by setting p = q = 1. Additional sources
and discussion regarding this classical result can be found in [49, Chapter VI]; see
also [20] and [51, Chapter 4] for various applications. An extension of Theorem 8.1
that incorporates high order directional boundary derivatives of a matrix valued
Schur function S will be presented in Section 9 (see Theorem 9.1).

Now we formulate the Nevanlinna–Pick boundary problem N̂PBP in terms of
boundary limits as in [14] and [39].

The N̂PBP: Given m distinct points β1, . . . , βm on T and given matrices
ξj ∈ Cp×rj , ηj ∈ Cq×rj and γj ∈ Crj×rj with rank ξj = rj , find necessary and
sufficient conditions which insure the existence of a Schur function S ∈ Sp×q such
that:

∠ lim
z→βj

S(z)∗ξj = ηj and ∠ lim
z→βj

ξ∗j
I − S(z)S(z)∗

ρz(z)
ξj ≤ γj (j = 1, . . . ,m).

(8.13)

The next theorem shows that the N̂PBP actually is equivalent to the

âBIP(In, N, P, C) with N and C defined by (8.1) for a special choice of P and

establishes a solvability criteria for the N̂PBP.
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Theorem 8.2. Let N and C be defined as in (8.1) and let

P = (Pjℓ)
m
j,ℓ=1 , where Pjℓ =





ξ∗j ξℓ − η∗j ηℓ

1 − βj β̄ℓ
j 6= ℓ

γj j = ℓ.
(8.14)

Then:

(1) P is a solution of the Stein equation (8.4) if and only if (8.7) holds.

(2) If S is a solution of the N̂PBP, then P is a positive semidefinite solution

of the Stein equation (8.4) and S is a solution of the âBIP(In, N, P, C).
(3) If P is a positive semidefinite solution of the Stein equation (8.4) and S is

a solution of the âBIP(In, N, P, C), then S is a solution of the N̂PBP.

(4) The N̂PBP has a solution if and only if P is a positive semidefinite
solution of the Stein equation (8.4), i.e., if and only if (8.7) holds and
P ≥ 0. Moreover, if in this case rankP ≥ 1, then all the solutions of

the N̂PBP are parametrized by the linear fractional transformation (5.3)
where Θ is specified by (4.24) (or by the Redheffer transform (5.17) that
is specified by Theorem 5.9).

Proof. The first assertion is readily checked by direct calculation. Sup-

pose next that S is a solution of the N̂PBP. Then, in particular, the func-
tions ‖ξ∗j Λz(z)ξj‖ are uniformly bounded in a nontangential neighborhood of βj

for j = 1, . . . ,m. Therefore, (8.7) is in force by Theorem 8.1 and hence, by the first
assertion, P is a solution of the Stein equation (8.4). By (2.7),

ξ∗j
Ip − S(z)S(z)∗

ρz(z)
ξj = [Ψz,j, Ψz,j ]S , where Ψz,j(ζ) =

(
Ip

S(z)∗

)
ξj

ρz(ζ)
.

Substituting the decompositions of C and G(z) from (8.1) and (8.2) into (1.10), we
see that the block entries of PS are equal to

[PS ]jℓ =

[(
ξℓ
ηℓ

)
1

ρβℓ

,

(
ξj
ηj

)
1

ρβj

]

S

. (8.15)

Taking advantage of (8.13)–(8.15) we conclude by Fatou’s lemma that

[PS ]jj =

[
∠ lim

z→βj

Ψz,j, ∠ lim
z→βj

Ψz,j

]

S

=
1

2π

∫ 2π

0

∠ lim
z→βj

Ψz,j(e
it)∗

(
Ip −S(eit)

−S(eit)∗ Iq

)
Ψz,j(e

it) dt

≤ ∠ lim
z→βj

1

2π

∫ 2π

0

Ψz,j(e
it)∗

(
Ip −S(eit)

−S(eit)∗ Iq

)
Ψz,j(e

it) dt

= ∠ lim
z→βj

[Ψz,j , Ψz,j]S

= ∠ lim
z→βj

ξ∗j
Ip − S(z)S(z)∗

1 − |z|2
ξj ≤ γj = Pjj . (8.16)

Since PS satisfies the Stein equation (8.4), its off diagonal blocks are equal to the
corresponding blocks of P . Therefore, in view of (8.16), P ≥ PS ≥ 0 and hence, by

Lemma 1.3, S ∈ Ŝ(In, N, P, C). This completes the proof of the second assertion.
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To verify the third assertion, assume that (8.7) holds and P ≥ 0. Then, since P

is a solution of the Stein equation (8.4) by the first assertion, the âBIP(In, N, P, C)

is defined. Let S ∈ Ŝ(In, N, P, C). Then, by Remark 1.1, the function B̃ defined

in (1.14) belongs to H
n×q
2 . In view of the special choice (8.1) of N and C,

B̃(z) = col

(
η∗1 − ξ∗1S(z)

z − β1
, . . . ,

η∗m − ξ∗mS(z)

z − βm

)
,

where the notation col signifies that the entries

B̃j(z) :=
η∗j − ξ∗j S(z)

z − βj
∈ H

rj×q
2 for j = 1, . . . ,m

are stacked to form a block column matrix of size (r1 + . . .+ rm)× q = n× q. Thus,

by Corollary 7.6 (for j = 0 and k = 1), which is applicable since B̃j ∈ H
rj×q
2 ,

∠ lim
z→βj

(
η∗j − ξ∗jS(z)

)
= ∠ lim

z→βj

(z − βj)B̃j(z) = 0 (j = 1, . . . ,m),

which proves the first set of assertions in (8.13).

Since S ∈ Ŝ(In, N, P, C), the mvf W(z) defined by (3.12) (with M = In) is
analytic in D and has positive semidefinite real part there (see Theorem 3.8). Since
W takes the positive semidefinite value 1

2
P at the origin, it admits a Riesz–Herglotz

representation of the form

W(z) =
1

2π

∫ 2π

0

eit + z

eit − z
dσ(t), (8.17)

where dσ is a positive semidefinite n× n–matrix–valued measure. By Lemma 7.1,
the following limits exist

∠ lim
z→βj

(1 − zβ̄j)W(z) =
σ({tj})

π
≥ 0 (βj = eitj ) (8.18)

for j = 1, . . . ,m, where σ({tj}) denotes the matrix assigned to the point βj by the
matrix–valued measure σ. Upon substituting the block decompositions (8.1), (8.2)
and (8.3) of C, G(z) and H(z) into (3.12), we see that the diagonal blocks of W(z)

Wjj(z) =
1

2
·
βj + z

βj − z
γj −

zβj

(βj − z)2
(
ξ∗j ξj − ξ∗j S(z)ηj

)
.

Then, by (8.18),

∠ lim
z→βj

(1 − zβ̄j)Wjj(z) = γj − ∠ lim
z→βj

ξ∗j ξj − ξ∗jS(z)ηj

1 − zβ̄j
=
σ({tj})jj

π
≥ 0.

Thus,

∠ lim
z→βj

ξ∗j ξj − ξ∗j S(z)ηj

1 − zβ̄j
= γj −

σ({tj})jj

π
,

and, by Theorem 8.1,

∠ lim
z→βj

ξ∗j
Ip − S(z)S(z)∗

ρz(z)
ξj = ∠ lim

z→βj

ξ∗j ξj − ξ∗j S(z)ηj

1 − zβ̄j

= γj −
σ({tj})jj

π
. (8.19)

This shows that S meets the second set of conditions in (8.13) and hence completes
the proof of the third assertion.
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The first part of the final assertion is now selfevident from the second and third
assertions. Moreover, since N is a diagonal matrix, there exists a matrix Q ∈ Cn×r

with range Q such that the constraints (4.19) and (5.1) are in force and formulas
(4.22) and (4.24) hold. �

We remark that in the third line of (8.16) we have equality:

Lemma 8.3. Let S be a solution of the N̂PBP. Then

[PS ]jj = ∠ lim
z→βj

ξ∗j
I − S(z)S(z)∗

ρz(z)
ξj . (8.20)

Proof. Let S be a solution of the N̂PBP. Then, by Theorem 8.2, S ∈
Ŝ(In, N, P, C) for P defined by (8.14) and hence S also belongs to Ŝ(In, N, PS , C).
Let W(z) be defined by (3.12) for this choice of M , N and P (i.e., with M = In
and P = PS). Then the argument leading to the inequality (8.19) with γj replaced
by [PS ]jj yields the inequality

∠ lim
z→βj

ξ∗j
Ip − S(z)S(z)∗

ρz(z)
ξj ≤ [PS ]jj ,

which together with (8.16) implies (8.20). �

Now we make a few remarks on the “equality case”:

The NPBP: Given m distinct points β1, . . . , βm on T and given matrices ξj ∈
Cp×rj with rank ξj = rj , ηj ∈ Cq×rj and γj ∈ Crj×rj , find necessary and sufficient
conditions which insure the existence of a Schur function S ∈ Sp×q such that:

∠ lim
z→βj

S(z)∗ξj = ηj and ∠ lim
z→βj

ξ∗j
I − S(z)S(z)∗

ρz(z)
ξj = γj (j = 1, . . . ,m).

The next theorem is an analogue of Theorem 8.1: it shows that the NPBP is
equivalent to the aBIP(In, N, P, C).

Theorem 8.4. Let N , C and P be defined as in (8.1) and (8.14). Then:

(1) If S is a solution of the NPBP, then P is a positive semidefinite solution
of the Stein equation (8.4) and S is a solution of the aBIP(In, N, P, C).

(2) If P is a positive semidefinite solution of the Stein equation (8.4) and S
is a solution of the aBIP(In, N, P, C), then S also is a solution of the
NPBP.

(3) The NPBP has a solution if and only if P ≥ 0, condition (8.7) holds and,
in addition,

KerP (In − βjN)
⋂

KerC ⊆ KerP for j = 1, . . . ,m. (8.21)

Proof. Let S be a solution of the NPBP. Then, by Theorem 8.1, S ∈
Ŝ(In, N, P, C). Moreover, by Lemma 8.3,

[PS ]jj = γj = Pjj

and, since PS satisfies (8.4) by Remark 1.2,

[PS ]jℓ =
ξ∗j ξℓ − η∗j ηℓ

1 − βj β̄ℓ
, for j 6= ℓ.
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Therefore, P = PS and by Lemma 1.3, S is a solution of the aBIP(In, N, P, C).

To verify the second assertion, note that the assumptions imply that PS = P ,

and hence, by Theorem 8.1, that S is a solution of the N̂PBP. Therefore, we can
invoke Lemma 8.3 to conclude that in fact S is a solution of the NPBP:

∠ lim
z→βj

ξ∗j
Ip − S(z)S(z)∗

ρz(z)
ξj = [PS ]jj = Pjj = γj.

Finally, the preceding analysis implies that the NPBP is solvable if and only if the
aBIP(In, N, P, C) is solvable. However, by Theorem 6.1, the aBIP(In, N, P, C)
has a solution if and only if

KerP (In − βjN)
⋂

KerC = KerP ∩ KerPN ∩ KerC for j = 1, . . . ,m,

(8.22)
since β1, . . . , βm are the only points at which G(ζ) is not invertible. This serves to
complete the proof, since (8.22) is equivalent to (8.21). �

Since the NPBP and the aBIP(In, N, P, C) are equivalent, we may apply
Theorem 6.3 to conclude that the NPBP has infinitely many solutions if ν <
min(p, q) (and so in particular, if the matrix P defined in (8.14) is positive definite)
and it has one solution if and only if

ν := rank (P + C∗
2C2) − rankP = min(p, q). (8.23)

An alternative condition to (8.21) for the solvability of the NPBP has been estab-
lished in [50] for the case p = q = 1 and may be easily extended to the matrix–valued
case as follows.

Theorem 8.5. Let P be a positive semidefinite solution of the Stein equation
(8.4) with coefficients specified by (8.1). Then:

(1) If P is minimal in the sense that P does not majorize any positive semi-
definite block diagonal matrix A of the form

A = diag{A1, . . . , Am} with Aj ∈ C
rj×rj , (8.24)

then the NPBP is solvable and moreover, it is equivalent to the N̂PBP.
(2) If the NPBP is solvable and condition (8.23) holds, then P is minimal

in the sense described in the first part.

Proof. Let P be a minimal positive semidefinite solution of (8.4) and let S be

any solution of the N̂PBP (such a solution exists, by Theorem 8.1). By another

application of Theorem 8.1, S ∈ Ŝ(In, N, P, C). Since PS satisfies the same Stein
equation (8.4) as P , by Remark 1.2, P −PS is a positive semidefinite block diagonal
matrix and

P − (P − PS) = PS ≥ 0.

Therefore, by the presumed minimality, P = PS and hence, S ∈ S(In, N, P, C).
By Theorem 8.4, S is a solution of the NPBP, as claimed.

Suppose next that the NPBP is solvable and that (8.23) holds. Then the

N̂PBP has only one solution S which is also the unique solution of the NPBP

and therefore, PS = P . Let

P ′ = P −A ≥ 0,
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where A is a positive semidefinite block matrix of the form (8.24). Then P ′ is a pos-

itive semidefinite solution of the Stein equation (8.4) and the âBIP(In, N, P
′, C)

is defined and solvable. Since P ′ ≤ P , it follows that

Ŝ(In, N, P
′, C) ⊆ Ŝ(In, N, P, C) = {S}.

Since the set on the left hand side is not empty, it contains only one element S and
therefore, PS ≤ P ′. The last inequality together with relations P ′ ≤ P and P = PS

implies P ′ = P . Therefore, A = 0, which is to say that P is minimal. �

To complete the comparison with Theorem 1 in [50], we recall first that if P
is positive definite then, by Corollary 6.4, there are infinitely many solutions of the
NPBP. Secondly, we give an independent proof of the fact that in the scalar case
of the NPBP with distinct interpolation points β1, . . . , βm and singular P ≥ 0

condition (8.23) is automatically met, i.e., the N̂PBP has a unique solution. More
precisely, we establish the following result:

Lemma 8.6. Let p = q = 1, let P be a positive semidefinite solution of the
Stein equation (8.4) for the corresponding NPBP with distinct interpolation points
β1, . . . , βm and rj = 1 for j = 1, . . . ,m in (8.1) and let ν be the integer defined in
(8.23). Then:

(1) P is invertible if and only if ν = 0.
(2) P is singular if and only if ν = 1.

Proof. If p = q = 1, then rankC∗
2C2 = 1 and therefore, it is clear from

(8.23) that ν is nonnegative and does not exceed one. Thus, ν = 1 or ν = 0
and consequently, in order to complete the proof, it suffices to establish the first
assertion of the lemma.

In fact, since it is selfevident that KerP = {0} ⇒ ν = 0, it remains only to
prove the opposite implication. To this end, let us suppose that ν = 0 and that
dim (KerP ) = k > 0. Let ℓ = m − k. Then, without loss of generality, we may
assume that the interpolation points β1, . . . , βm have been ordered in such a way
that the upper right hand ℓ×ℓ block of P is invertible. Accordingly, let us introduce
the block decompositions

P =

(
P11 P12

P21 P22

)
and N =

(
N1 0
0 N2

)
,

where P11 and N1 are ℓ×ℓmatrices and let the columns of the block matrix

(
U
V

)

with components U ∈ Cℓ×k and V ∈ Ck×k span the kernel of P . Then, since P11

is invertible and
P11U + P12V = 0ℓ×k,

it is readily seen that

KerV ⊆ Ker

(
U
V

)
= {0}.

Thus V is invertible. Now, the assumption ν = 0 together with (8.4) guarantees
that

rankP = rank (P + C∗
2C2) = rank (N∗PN + C∗

1C1),

i.e., that

KerP
⋂

KerC2 = KerPN
⋂

KerC1 = KerP. (8.25)
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In particular, the subspace KerP of Cm is N -invariant and therefore,
(
N1 0
0 N2

)(
U
V

)
=

(
U
V

)
R

for some k × k matrix R. But this in turn implies that

N1

(
UV −1

)
=
(
UV −1

)
N2

and hence, upon letting xj , j = 1, . . . , k, denote the columns of UV −1, that
(
N1 − β̄ℓ+jIℓ

)
xj = 0 for j = 1, . . . , k.

However, as the points β1, . . . , βm are distinct, the matrix N1−β̄ℓ+jIℓ is invertible.
Thus, xj = 0 for j = 1, . . . , k, i.e., U = 0ℓ×k.

On the other hand, (8.25) implies that KerC2 ⊆ KerP , i.e., that

C2

(
U
V

)
= 01×k,

which in turn reduces to

(ηℓ+1, . . . , ηℓ+k) = 01×k,

since V is invertible. But this contradicts the fact that |ηj | = 1 for j = 1, . . . , n.
Thus, the choice k > 0 leads to a contradiction. Therefore, the only viable option
is k = 0. �

9. A multiple analogue of the Carathéodory–Julia theorem

In this section we begin the analysis of higher order nontangential derivatives.
Our first objective is to extend Theorem 8.1. To this end, let r be an integer
satisfying 1 ≤ r ≤ min(p, q), let n = r(m+ 1) and let

M = In, N =




β̄Ir Ir

β̄Ir
. . .

. . . Ir
β̄Ir



, where β ∈ T, (9.1)

and

C =

(
C1

C2

)
=

(
ξ0 · · · ξm
η0 · · · ηm

)
, where ξj ∈ C

p×r, ηj ∈ C
q×r. (9.2)

It is convenient to introduce the block shift matrix

T =




0 Ir

0
. . .

. . . Ir
0




= (δi,j−1Ir)
j=1,...,m+1
i=0,...,m , (9.3)

so that N = β̄In + T . The mvf’s G(z) and H(z) introduced via (1.4) and (1.12),
respectively, now take the form

G(z) = (1 − zβ̄)In − zT and H(z) = (z − β)In − T ∗.
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Therefore,

G−1(z) =

m∑

k=0

zkT k

ρβ(z)k+1
=




Ir

ρβ(z)
zIr

ρβ(z)2 · · · zmIr

ρβ(z)m+1

0 Ir

ρβ(z)

. . .
...

...
. . . zIr

ρβ(z)2

0 · · · 0 Ir

ρβ(z)




(9.4)

and

H−1(z) =

m∑

k=0

(T ∗)k

(z − β)k+1
=




Ir

z−β 0 · · · 0

Ir

(z−β)2
Ir

z−β

. . .
...

...
. . .

. . . 0
Ir

(z−β)m+1 · · · Ir

(z−β)2
Ir

z−β



. (9.5)

Moreover, since

G(z) = −(z − β)

(
In +

βTN−1

z − β

)
N

and N and T commute, we may also write

G−1(z) =

m∑

k=0

(−1)k+1

(z − β)k+1
(βT )kN−k−1. (9.6)

It is useful to introduce the matrix polynomials

H̃(z) = (z − β)m+1H−1(z) =
m∑

k=0

(z − β)k(T ∗)m−k (9.7)

and

G̃(z) = (z − β)m+1G−1(z) =
m∑

k=0

(−1)m−k+1(z − β)k(βT )m−kNk−m−1 (9.8)

and to note that

H̃(j)(β) = j! (T ∗)m−j and G̃(j)(β) = j!(−1)m−j+1(βT )m−jN j−m−1. (9.9)

We also introduce the kernel

Lω(z) =
1

(m!)2
∂2m

∂zm∂ω̄m

(
H̃(z)C∗

1Λω(z)C1H̃(ω)∗
)
, (9.10)

where Λω(z) is the reproducing kernel of H(S) defined in (2.5), and the mvf

V(z) =
1

m!

dm

dzm
H̃(z)C∗

1B(z)

=
1

m!

dm

dzm

(
H̃(z)C∗

1 (C1 − S(z)C2)G
−1(z)

)
. (9.11)

In view of Proposition 2.3, Lω(z) is a positive kernel on D × D. We shall partition

it conformally with the block decomposition (9.7) of H̃(z) as

Lω(z) = [Lij(z, ω)]
m
i,j=0

with r × r matrix valued blocks Lij(z, ω). The lower right hand block Lmm(z, ω)
will play an important role in the subsequent analysis.

The next theorem is the main result of this section.
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Theorem 9.1. Let S ∈ Sp×q, let C1 ∈ Cp×n, let H̃, G̃, Lω and V be defined
via (9.7), (9.8), (9.10) and (9.11), respectively, and let Lmm(z, ω) be the lower right
hand r × r block in Lω(z). The following are equivalent:

(1) For every point z in a nontangential neighborhood Uβ of β,

‖Lz(z)‖ < k <∞. (9.12)

(2) The nontangential limit

PL := ∠ lim
z,ω→β

Lω(z) (9.13)

exists.
(3) For every point z in a nontangential neighborhood Uβ of β,

‖Lmm(z, z)‖ < k1 <∞. (9.14)

(4) The nontangential limit ∠ lim
z,ω→β

Lmm(z, ω) exists.

Moreover, if any one (and hence every one) of the preceding conditions is in force,
then

(a) ∠ lim
z→β

1

m!

dm

dzm

(
H̃(z)C∗

1S(z)
)

= C∗
2 . (9.15)

(b) ∠ lim
z→β

1

m!

dm

dzm

(
S(z)C2G̃(z)

)
= −C1N

−1. (9.16)

(c)

m∑

j=0

(T ∗)m−j (C∗
1C1 − C∗

2C2) (−βT )
j
N−j−1 = 0. (9.17)

(d) The nontangential limit

PV := ∠ lim
z→β

V(z) (9.18)

exists and moreover,

PV = PL = PS , (9.19)

where PS is the positive semidefinite matrix associated with S via (1.10)

(and hence PV is positive semidefinite).

(e) The columns of the function B(ζ) = (C1 − S(ζ)C2)G
−1(ζ) belong

to H(S) and

〈By, Bx〉H(S) = x∗PSy

for every choice of x, y ∈ Cn. In particular, B ∈ H
p×n
2 .

(f) The function B̃(ζ) = H(ζ)−1 (C∗
2 − C∗

1S(ζ)) belongs to H
n×q
2 .

We remark that (9.15) serves to define the matrix C2. Then C1 and C2 are sub-
ject to (9.17) and the nontangential limit in (9.16) exists and is equal to −C1N

−1.
Moreover, the Lyapunov-Stein equation (1.7) admits a solution if and only if the
condition (9.17) is in force. Under the stronger condition (9.12), it admits a positive
semidefinite solution. We shall discuss solutions of (1.7) in more detail in Sections
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10 and 11. An example in which (9.12) fails and the limit PV exists, but is not
Hermitian, is furnished just after the statement of Theorem 9.8.

Furthermore, for m = 0 and for the choice C1 = ξ and C2 = η, the equali-
ties (9.15), (9.16) and (9.17) coincide with (8.10) and the two relations in (8.11),
respectively, whereas the nontangential limits (9.18) and (9.13) coincide with the
nontangential limits in (8.12) and (8.9). Thus, Theorem 8.1 is a special case of
Theorem 9.1 which in turn is an elaborate generalization of Lemma 8.3 of [23].
Formula (9.59) in the former plays the role of formula (8.6) in the latter. A quick
look at the relative complexities of these two formulas is a good indicator of the
extra effort required to establish this generalization. The proof of Theorem 9.1 will
be given below after a number of preliminary lemmas.

Lemma 9.2. Let G−1 and H̃ be defined by (9.4) and (9.7), respectively. Then

1

m!

∂m

∂ω̄m

(
H̃(ω)∗

ρω(z)

)
= G(z)−1

(
ρβ(z)

ρω(z)

)m+1

. (9.20)

Proof. We begin with the resolvent like identities

H(ω)−∗ − zG(z)−1 = ρω(z)G(z)−1MH(ω)−∗ = ρω(z)G(z)−1H(ω)−∗,

which follow readily from the definitions (1.4) and (1.12). Therefore, by (9.7),

H̃(ω)∗

ρω(z)
= G(z)−1

(
H̃(ω)∗ +

z(ω̄ − β̄)m+1

ρω(z)
In

)
. (9.21)

By Leibnitz’s rule,

1

m!

∂m

∂ω̄m

(
(ω̄ − β̄)m+1

ρω(z)

)
=

m∑

j=0

(
m+ 1
j + 1

)
zj(ω̄ − β̄)j+1

ρω(z)j+1

and, since
dm

dω̄m
H̃(ω)∗ = m!In, it follows from (9.21) that

1

m!

∂m

∂ω̄m

(
H̃(ω)∗

ρω(z)

)
= G(z)−1


1 + z

m∑

j=0

(
m+ 1
j + 1

)
zj(ω̄ − β̄)j+1

ρω(z)j+1




= G(z)−1
m+1∑

j=0

(
m+ 1
j

)(
z(ω̄ − β̄)

ρω(z)

)j

= G(z)−1

(
1 +

z(ω̄ − β̄)

ρω(z)

)m+1

= G(z)−1

(
ρβ(z)

ρω(z)

)m+1

.

�
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Lemma 9.3. Let S ∈ Sp×q, C1 ∈ Cp×n and let H̃ be defined by (9.7). Then the
following statements are equivalent:

(1) S(z) satisfies (9.15).

(2)
1

j!
∠ lim

z→β

dj

dzj

(
H̃(z)C∗

1S(z)
)

= (T ∗)m−jC∗
2 (for j = 0, . . . ,m). (9.22)

(3)
1

m!
∠ lim

z→β

∂m

∂zm

(
H̃(z)C∗

1S(z)

ρζ(z)

)
= G(ζ)−∗C∗

2 (∀ ζ ∈ C\{β}). (9.23)

(4) ∠ lim
z→β

(z − β)H(z)−1 (C∗
1S(z) − C∗

2 ) = 0. (9.24)

Proof. (1) ⇒ (2). Let (9.15) be in force. Then, by Leibnitz’s rule,

1

m!
∠ lim

z→β

dm

dzm

(
(z − β)H̃(z)C∗

1S(z)
)

=
1

(m− 1)!
∠ lim

z→β

dm−1

dzm−1

(
H̃(z)C∗

1S(z)
)
.

(9.25)
On the other hand, making use of (9.15) and the equality

(z − β)H̃(z) = T ∗H̃(z) + (z − β)m+1In, (9.26)

which follows readily from (9.7), we obtain

1

m!
∠ lim

z→β

dm

dzm

(
(z − β)H̃(z)C∗

1S(z)
)

= T ∗C∗
2 +

1

m!
∠ lim

z→β

dm

dzm

(
(z − β)m+1C∗

1S(z)
)
. (9.27)

Since C∗
1S(z) belongs to H

n×q
2 , the second term on the right hand side of (9.27) is

equal to zero by Corollary 7.6. Then, a comparison of (9.25) and (9.27) leads to
the formula

1

(m− 1)!
∠ lim

z→β

dm−1

dzm−1

(
H̃(z)C∗

1S(z)
)

= T ∗C∗
2 ,

which proves (9.22) for j = m − 1. Using similar arguments we obtain (9.22)
recursively for all integers j = m− 2, . . . , 1, 0.

(2) ⇒ (3). Making use of (9.22), (9.4) and Leibnitz’s rule, we obtain

1

m!
∠ lim

z→β

∂m

∂zm

(
H̃(z)C∗

1S(z)

ρζ(z)

)

= ∠ lim
z→β

m∑

j=0

1

(m− j)!

(
H̃(z)C∗

1S(z)
)(m−j) 1

j!

(
1

ρζ(z)

)(j)

=

m∑

j=0

(T ∗)jC∗
2

ζ̄j

ρβ(z)j+1

=




m∑

j=0

ζjT j

ρβ(z)j+1




∗

C∗
2 = G(ζ)−∗C∗

2 .

(3) ⇒ (1). Setting ζ = 0 in (9.23), we get (9.15).
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(2) ⇔ (4). Set

F (z) = H̃(z)C∗
1S(z) and Fj = (T ∗)m−jC∗

2 (j = 0, . . . ,m). (9.28)

Then, by (9.7),

H̃(z)C∗
2 = F0 + (z − β)F1 + · · · + (z − β)mFm

and hence we can rewrite (9.24) and (9.22) as (7.21) and (7.22), respectively. But
the two latter relations are equivalent by Corollary 7.9, since a mvf F of the form
(9.28) is analytic in D. �

The next lemma can be proved in much the same way.

Lemma 9.4. Let S ∈ Sp×q, C2 ∈ Cq×n and let G̃ be defined by (9.8). Then the
following statements are equivalent:

(1) S(z) satisfies (9.16).

(2) ∠ lim
z→β

1

j!

dj

dzj

(
S(z)C2G̃(z)

)
= (−1)m−j+1C1(βT )m−jN j−m−1 (9.29)

(for j = 0, . . . ,m).

(3) ∠ lim
z→β

1

m!

∂m

∂zm

(
S(z)C2G̃(z)

ρζ(z)

)
= C1H(ζ)−∗ (∀ ζ ∈ C\{β}).

(4) ∠ lim
z→β

(z − β) (S(z)C2 − C1)G(z)−1 = 0. (9.30)

Let S ∈ Sp×q, C1 ∈ Cp×n and let H̃ be given by (9.7). The mvf

Ψz(ζ) =

(
Ψ1

z(ζ)
Ψ2

z(ζ)

)
=

1

m!

∂m

∂z̄m

((
Ip

S(z)∗

)
C1H̃(z)∗

ρz(ζ)

)
(9.31)

which is defined and belongs to H
(p+q)×n
2 as a (rational) function of ζ for each

fixed choice of the parameter z ∈ D, will play an important role in the subsequent
analysis. It is clear from (9.31) that

Ψ1
z(ζ) =

1

m!

∂m

∂z̄m

(
C1H̃(z)∗

ρz(ζ)

)
and Ψ2

z(ζ) =
1

m!

∂m

∂z̄m

(
S(z)∗C1H̃(z)∗

ρz(ζ)

)
.

(9.32)

Lemma 9.5. Let S ∈ Sp×q and let Ψz be defined by (9.31). Then:

(1) Ψ2
z = pS∗Ψ1

z, where p denotes the orthogonal projection of Lp
2(T) onto

H
p
2.

(2) For every point ζ ∈ C\{β},

∠ lim
z→β

Ψ1
z(ζ) = C1G(ζ)−1. (9.33)

(3) If, moreover, the nontangential limit (9.15) exists, then

∠ lim
z→β

Ψ2
z(ζ) = C2G(ζ)−1 (ζ ∈ C\{β}). (9.34)
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Proof. Since

p

(
S∗ ∂

j

∂z̄j

(
1

ρz

))
=

∂j

∂z̄j

(
S(z)∗

ρz

)
,

(see e.g., [23, Lemma 6.1]), it follows from (9.31) that

pS∗Ψ1
z =

1

m!
p S∗ ∂

m

∂z̄m

(
C1H̃(z)∗

ρz

)

=
1

m!
p S∗

m∑

j=0

(
m
j

)(
∂j

∂z̄j

(
1

ρz

))
C1H̃

(m−j)(z)∗

=
1

m!

m∑

j=0

(
m
j

)
p

(
S∗ ∂

j

∂z̄j

(
1

ρz

))
C1H̃

(m−j)(z)∗

=
1

m!

m∑

j=0

(
m
j

)(
∂j

∂z̄j

(
S(z)∗

ρz

))
C1H̃

(m−j)(z)∗

=
1

m!

∂m

∂z̄m

(
S(z)∗C1H̃(z)∗

ρz

)
= Ψ2

z, (9.35)

which proves the first assertion of lemma. By (9.20) and (9.32),

Ψ1
z(ζ) = G(ζ)−1

(
ρβ(ζ)

ρz(ζ)

)m+1

and upon taking limits in the last equality as z → β we obtain (9.33). The last
statement of the lemma follows readily from (9.23).

Lemma 9.6. Let S ∈ Sp×q, x, y ∈ Cn, z, ω ∈ D and let

Bz(ζ) = (Ip, −S(ζ))Ψz(ζ) =
1

m!

∂m

∂z̄m

(
Λz(ζ)C1H̃(z)∗

)
. (9.36)

Then the function Bz(ζ)x belongs to the space H(S) and

〈Bωy, Bzx〉H(S) = 〈Bωy, Ψ1
zx〉Hp

2
= [Ψωy, Ψzx]S = x∗Lω(z)y. (9.37)

Moreover, if the nontangential limit (9.15) exists, then

∠ lim
z→β

Bz(ζ) = (Ip, −S(ζ))CG(ζ)−1 (∀ ζ ∈ C\{β}). (9.38)

Proof. By (9.36) and statement (1) in Lemma 9.5,

Bz = (Ip, −S)Ψz = (I − SpS∗)Ψ1
z. (9.39)

It is known (see e.g., [25, Lemma 6.2]) that for every choice of h ∈ H
p
2, the function

(I − SpS∗)h belongs to the space H(S) and

〈g, (I − SpS∗)h〉H(S) = 〈g, h〉Hp
2

(∀ g ∈ H(S)). (9.40)

Therefore, since the function Ψ1
zx belongs to H

p
2 for every choice of the vector

x ∈ Cn, Bzx ∈ H(S) by (9.39), whereas (9.40) leads to

〈Bωy, Bzx〉H(S) = 〈Bωy, (I − SpS∗)Ψ1
zx〉H(S) = 〈Bωy, Ψ1

zx〉Hp
2
.



9. A MULTIPLE ANALOGUE OF THE CARATHÉODORY–JULIA THEOREM 55

Next, in view of (9.35),

(−S∗, Iq)Ψωy = (−S∗, Iq)

(
I
pS∗

)
Ψ1

zy = −(I − p)S∗Ψ1
zy ∈ (Hq

2)
⊥

and thus, as Ψ2
zx ∈ H

q
2,

〈(−S∗, Iq)Ψωy, Ψ2
zx〉Hq

2
= 0.

Therefore,

[Ψωy, Ψzx]S =

〈(
Ip −S
−S∗ Iq

)
Ψωy, Ψzx

〉

Lp+q
2

=
〈
(Ip, −S)Ψωy, Ψ1

zx
〉

Lp
2

+
〈
(−S∗, Iq)Ψωy, Ψ2

zx
〉

Lq
2

=
〈
Bωy, Ψ1

zx
〉

Lp
2

,

which completes the proof of (9.37) except for the last equality. But that follows
easily from the reproducing kernel formula

〈f, Bzx〉H(S) =
1

m!

dm

dzm

(
x∗H̃(z)C∗

1f(z)
)
, (9.41)

which is valid for every choice of f ∈ H(S), by choosing f = Bωy. Finally, (9.38)
follows from (9.33) and (9.34), which, in turn, hold by Lemma 9.5. �

Lemma 9.7. Conditions (9.12) and (9.14) are equivalent.

Proof. Since ‖Lmm(z, z)‖ ≤ ‖Lz(z)‖ for every point z at which Lz(z) is
defined, it remains to show that (9.14) implies (9.12). To this end, introduce the
matrix

E = (Ir , 0, . . . , 0) ∈ C
r×n (9.42)

and note that

ET ℓ(T ∗)k =

{
ET ℓ−k if ℓ ≥ k,

0 if ℓ < k,
(0 ≤ ℓ, k ≤ m). (9.43)

Making use of (9.43) and (9.7), we can reexpress ET ℓH̃(z)C∗
1 in terms of the Cr×p-

valued polynomials

Aℓ(z) =
ℓ∑

k=0

(z − β)kET kC∗
1 (ℓ = 0, . . . ,m) (9.44)

as

ET ℓH̃(z)C∗
1 = ET ℓ

m∑

k=0

(z − β)k(T ∗)m−kC∗
1

= (z − β)m−ℓ
ℓ∑

k=0

(z − β)kET kC∗
1

= (z − β)m−ℓAℓ(z) (ℓ = 0, . . . ,m).
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The latter equalities mean that the ℓ-th block row of the matrix H̃(z)C∗
1 is equal

to (z − β)m−ℓAℓ(z), i.e., that

H̃(z)C∗
1 =




(z − β)mA0(z)
...

(z − β)Am−1(z)
Am(z)


 . (9.45)

Upon substituting the latter representation into (9.10) we conclude that the block
entries Lij(z, w) of Lω(z) can be represented as

Lij(z, w) =
1

(m!)2
∂2m

∂zm∂ω̄m

[
(z − β)m−iAi(z)Λω(z)Aj(ω)∗(ω̄ − β̄)m−j

]
. (9.46)

The next step is to invoke the representation (9.46) to show that

if sup
z,w∈Uβ

‖Lℓ,ℓ(z, ω)‖ <∞, then sup
z,w∈Uβ

‖Lℓ−1,ℓ−1(z, w)‖ <∞ (9.47)

in each nontangential neighborhood Uβ of β. Indeed, the inequality

Aℓ−1(z)Λω(z)Aℓ−1(ω)∗ � 2Aℓ(z)Λω(z)Aℓ(ω)∗

+2(z − β)ℓ(ω̄ − β̄)ℓET ℓC∗
1Λω(z)C1(T

∗)ℓE∗

holds for every ℓ = 1, . . . ,m and follows easily from the decomposition

Aℓ−1(z) = Aℓ(z) − (z − β)ℓET ℓC∗
1

and Proposition 2.1. Therefore, by Proposition 2.3 and (9.46),

Lℓ−1,ℓ−1(z, ω) � 2K1
ℓ(z, ω) + 2K2

ℓ(z, ω), (9.48)

where

K1
ℓ(z, ω) =

1

(m!)2
∂2m

∂zm∂ω̄m

(
(z − β)m−ℓ+1(ω̄ − β̄)m−ℓ+1Aℓ(z)Λω(z)Aℓ(ω)∗

)

and

K2
ℓ(z, ω) =

1

(m!)2
∂2m

∂zm∂ω̄m

(
(z − β)m+1(ω̄ − β̄)m+1ET ℓC∗

1Λω(z)C1(T
∗)ℓE∗

)
.

If Lℓ,ℓ(z, ω) is uniformly bounded on Uβ×Uβ, then K1
ℓ is also uniformly bounded for

z, ω ∈ Uβ , by Corollary 7.11. Moreover, by Lemma 7.7, applied first with F (z) = Ip
and then with F (z) = S(z), we conclude that K2

ℓ(z, ω) tends to zero, as z and ω
tend nontangentially to β. Therefore, since each nontangential neighborhood Uβ of
β sits inside a closed cone in D, K2

ℓ(z, ω) is uniformly bounded for z, ω ∈ Uβ . Now
(9.47) follows from the inequality (9.48), by Proposition 2.2.

It follows from (9.14) by Cauchy’s inequality, that Lm,m(z, ω) is uniformly
bounded on Uβ ×Uβ. Then by (9.47) all the diagonal blocks Lℓ,ℓ(z, w) of the kernel
Lω(z) are uniformly bounded on Uβ ×Uβ. Thus, as the kernel L(z, ω) is positive on
D×D, it follows that its off diagonal blocks are also uniformly bounded. Therefore,
L(z, ω) is uniformly bounded for every pair of points z and ω from Uβ, which clearly
implies (9.12). �
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Proof of Theorem 9.1: The equivalence (1) ⇔ (3) has been established in
Lemma 9.7. The implications (2) ⇒ (1), (4) ⇒ (3) and (2) ⇒ (4) are selfevident.
Thus, to complete the proof of the theorem, it remains to show that if the constraint
(9.12) is in force, then the nontangential limit (9.13) exists and that the conclusions
(a)–(f) all hold.

In view of (9.12) and (9.37),

‖Bzx‖
2
H(S) = x∗Lz(z)x < k‖x‖2 (∀x ∈ C

n, z ∈ Uβ). (9.49)

Let R0 : H
p×q
2 → H

p×q
2 be the backward shift operator defined (in accordance

with (4.2)) by the rule

(R0F )(z) =
F (z) − F (0)

z
.

Then, since R0Sy = S(z)−S(0)
z y belongs to H(S) and ‖R0Sy‖H(S) ≤ ‖y‖ for every

choice of y ∈ Cq (for a proof see e.g., [23, Theorem 2.3]), we may choose f = R0Sy
in (9.41) and invoke Cauchy’s inequality to obtain the estimate
∣∣∣∣

1

m!

dm

dzm

(
x∗H̃(z)C∗

1 (R0S)(z)y
)∣∣∣∣ =

∣∣〈R0Sy, Bzx〉H(S)

∣∣

≤ ‖R0Sy‖H(S)‖Bzx‖H(S) < k
1
2 ‖x‖‖y‖.

Since x and y are arbitrary, this implies that∥∥∥∥
dm

dzm

(
H̃(z)C∗

1 (R0S)(z)
)∥∥∥∥ < k1 (z ∈ Uβ).

By Remark 7.10,
∥∥∥∥
dm−1

dzm−1

(
H̃(z)C∗

1 (R0S)(z)
)∥∥∥∥ < k2 (z ∈ Uβ)

for some finite constant k2 ≥ k1 and hence, by Leibnitz’s rule, we conclude from
the last two bounds that∥∥∥∥

dm

dzm

(
H̃(z)C∗

1 (S(z) − S(0))
)∥∥∥∥ ≤

∥∥∥∥z
dm

dzm

(
H̃(z)C∗

1 (R0S)(z)
)∥∥∥∥

+m

∥∥∥∥
dm−1

dzm−1

(
H̃(z)C∗

1 (R0S)(z)
)∥∥∥∥

< (m+ 1)k2. (9.50)

Since
dm

dzm

(
H̃(z)C∗

1S(0)
)

= m!C∗
1S(0),

it follows from (9.50) that
∥∥∥∥
dm

dzm

(
H̃(z)C∗

1S(z)
)∥∥∥∥ < k3 (z ∈ Uβ) (9.51)

for some finite constant k3. In view of assumption (9.12) and the derived bound
(9.51), there exists a sequence of points αi ∈ Uβ tending to β such that the limits

lim
αi→β

Lαi
(αi) = PL ∈ C

n×n (9.52)

and

lim
αi→β

1

m!

dm

dzm

(
H̃(z)C∗

1S(z)
)

z=αi

= C∗
2 ∈ C

n×p
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exist. By (the proof of (2) ⇒ (3) in) Lemma 9.3, the existence of the last limit
implies the existence of the limit

1

m!
lim

αi→β

∂m

∂zm

(
H̃(z)C∗

1S(z)

1 − zζ̄

)

z=αi

= G(ζ)−∗C∗
2

for every point ζ ∈ C\{β} . It is convenient to break up the rest of the proof into
steps.

Step 1. The integral (1.11) converges to a matrix PS which satisfies

PS :=

[(
C1

C2

)
G(ζ)−1,

(
C1

C2

)
G(ζ)−1

]

S

≤ PL, (9.53)

where PL is the matrix defined via (9.52).

Proof of Step 1: By (9.37),

Lω(z) = [Ψω, Ψz]S ,

whereas, by (9.33) and (9.34),

lim
αi→β

Ψαi
(ζ) =

(
C1

C2

)
G(ζ)−1 (ζ ∈ C\{β}).

Thus, by Fatou’s lemma,

PS =

[(
C1

C2

)
G(ζ)−1,

(
C1

C2

)
G(ζ)−1

]

S

=
1

2π

∫ 2π

0

lim
αi→β

Ψαi
(eit)∗

(
Ip −S(eit)

−S(eit)∗ Iq

)
Ψαi

(eit)dt

≤ lim
αi→β

1

2π

∫ 2π

0

Ψαi
(eit)∗

(
Ip −S(eit)

−S(eit)∗ Iq

)
Ψαi

(eit)dt

= lim
αi→β

[Ψαi
, Ψαi

]S = lim
αi→β

Lαi
(αi) = PL. (9.54)

Step 2. The nontangential limits (9.22) and (9.29) (for j = 0, · · · ,m) and

∠ lim
z→β

Ψz(ζ) =

(
C1

C2

)
G(ζ)−1 = CG(ζ)−1 (9.55)

all exist for every point ζ ∈ C\{β}.

Proof of Step 2: In view of Lemma 1.3 and the bound (9.53), S satisfies

conditions (1.13) and (1.14): i.e., the functions B and B̃ defined in (1.13) and

(1.14), belong to H
p×n
2 and H

n×q
2 , respectively. Thus, by Corollary 7.6,

∠ lim
z→β

(z − β)B(z) = 0 and ∠ lim
z→β

(z − β)B̃(z) = 0,

which serve to establish (9.30) and (9.24), respectively. Therefore, the nontangential
limits (9.22) and (9.15) exist by Lemma 9.3, the limits (9.29) and (9.16) exist by
Lemma 9.4 and, finally, the limit (9.55) exists by Lemma 9.5.

Step 3. The matrices C1 and C2 are subject to (9.17).
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Proof of Step 3: On the one hand, by Leibnitz’s rule and formulas (9.9) and
(9.22), it follows that

1

m!
∠ lim

z→β

dm

dzm

(
H̃(z)C∗

1S(z)C2G̃(z)
)

= ∠ lim
z→β

m∑

j=0

1

j!(m− j)!

(
H̃(z)C∗

1S(z)
)(j)

C2G̃
(m−j)(z)

= −
m∑

j=0

(T ∗)m−jC∗
2C2 (−βT )

j
N−j−1.

On the other hand, in view of (9.9) and (9.29),

1

m!
∠ lim

z→β

dm

dzm

(
H̃(z)C∗

1S(z)C2G̃(z)
)

= ∠ lim
z→β

m∑

j=0

1

j!(m− j)!
H̃(j)(z)C∗

1

(
S(z)C2G̃(z)

)(m−j)

= −
m∑

j=0

(T ∗)m−jC∗
1C1 (−βT )

j
N−j−1.

Upon comparison of the expressions on the right hand sides in the last two sequences
of equalities we get (9.17).

Step 4. The columns of the mvf B(ζ) = (Ip, −S(ζ))CG(ζ)−1 belong to the
space H(S) and

〈By, Bx〉H(S) = ∠ lim
z→β

x∗V(z)y (∀ x, y ∈ C
n), (9.56)

where V(z) is the mvf defined in (9.11).

Proof of Step 4: Let Bz(ζ) be the mvf defined by (9.36). By (9.49), there
exists a sequence of points γi ∈ Uβ tending to β such that Bγi

x tends weakly to
a limit g ∈ H(S). Since weak convergence implies pointwise convergence in D, via
the reproducing kernel,

g(ζ) = lim
γi→β

Bγi
(ζ)x ∈ H(S) (9.57)

for every point ζ ∈ D. Therefore, as Bz(ζ) = (Ip, −S(ζ))Ψz(ζ), the following
nontangential limit exists by (9.55):

∠ lim
z→β

Bz(ζ) = ∠ lim
z→β

(Ip, −S(ζ))Ψz(ζ) = (Ip, −S(ζ))CG(ζ)−1 = B(ζ), (9.58)

and, together with (9.57), implies that

B(ζ)x = g(ζ) ∈ H(S).

Moreover, by (9.36),

〈By, Bzx〉H(S) =
1

m!

〈
By,

∂m

∂z̄m

(
ΛzC1H̃(z)∗

)
x

〉

H(S)

=
1

m!

dm

dzm

(
x∗H̃(z)C∗

1B(z)y
)

= x∗V(z)y
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and therefore, by the weak convergence,

〈By, Bx〉H(S) = ∠ lim
z→β

〈By, Bzx〉H(S),

which serves to establish (9.56).

Step 5. The nontangential limit PV in (9.18) exists. It is positive semidefinite
and

〈By, Bx〉H(S) = x∗PVy (∀ x, y ∈ C
n).

Proof of Step 5: This is immediate from (9.56).

Step 6. The nontangential limit (9.13) exists and is equal to the limit (9.18).

Proof of Step 6: By Remark 1.2, the matrix PS is positive semidefinite
and satisfies the Lyapunov–Stein equation (1.16). Therefore, S is a solution of the
aBIP(In, N, PS , C). By Theorem 3.8, the corresponding mvf W defined by (3.12)
belongs to the Carathéodory class Cn×n. Moreover, the identity (3.13) holds (with

M = In and P = PS), by Lemma 3.7. Multiplying both of sides of (3.13) by H̃(z)

on the left and by
eH(ω)∗

ρω(z) on the right and taking advantage of (9.7) we get

H̃(z)C∗
1Λω(z)C1H̃(ω)∗ = (z − β)m+1(ω̄ − β̄)m+1 W(z) + W(ω)∗ − B̃(z)B̃(ω)∗

ρω(z)

+H̃(z) (C∗
1B(z) +B(ω)∗C1 − PS) H̃(ω)∗.

Upon applying the operator
1

(m!)2
∂2m

∂zm∂ω̄m
to both of sides of the last identity and

taking into account (9.11) and the formula H̃(m)(z) = m!In, we get

Lω(z) =
1

(m!)2
∂2m

∂zm∂ω̄m

(
(z − β)m+1 W(z) + W(ω)∗ − B̃(z)B̃(ω)∗

ρω(z)
(ω̄ − β̄)m+1

)

+V(z) + V(ω)∗ − PS . (9.59)

Since W ∈ Cn×n and B̃ ∈ H
n×q
2 , Lemmas 7.3 and 7.7 imply, that the limit of the

first term on the right hand side in (9.59) exists as z and ω tend to β nontangentially
and is positive semidefinite. The nontangential limits of the second and of the third
terms exist by Step 5 and are equal to PV by definition. Thus, the nontangential
limit (9.13) exists and by (9.52), it is equal to PL. This completes the proof of
implication (1) ⇒ (2). Moreover, it now follows from (9.59) that

PL ≥ 2PV − PS .

Finally, upon taking advantage of (9.36) and (9.58), we get

PL = ∠ lim
z,ω→β

1

(m!)2
∂2m

∂zm∂ω̄m

(
H̃(z)C∗

1Λω(z)C1H̃(ω)∗
)

= ∠ lim
z→β

1

m!

dm

dzm

(
H̃(z)C∗

1∠ lim
ω→β

1

m!

∂m

∂ω̄m

(
Λω(z)C1H̃(ω)∗

))

= ∠ lim
z→β

1

m!

dm

dzm

(
H̃(z)C∗

1∠ lim
ω→β

Bω(z)

)

= ∠ lim
z→β

1

m!

dm

dzm

(
H̃(z)C∗

1B(z)
)

= PV.
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Thus,

PS ≥ PL = PV,

which, together with (9.54), implies (9.19) and completes the proof. �

To get a complete analogue of Theorem 8.1 we have to clarify which statements
in (9.13) and (9.15)–(9.18) are independent (i.e., imply all the others). The next
two theorems establish different sets of implications.

Theorem 9.8. Let S ∈ Sp×q, C1 ∈ Cp×n, C2 ∈ Cq×n, β ∈ T and let H̃ and

G̃ be given by (9.7) and (9.8), respectively. Suppose that the nontangential limits
(9.15), (9.16) and (9.18) exist and that the last limit defines a Hermitian matrix
PV. Then the nontangential limit PL defined by (9.13) exists and PL = PV = PS.

The following example4 shows that the theorem is false if PV is not assumed
to be Hermitian.

Example 9.9. Let S(z) =
1 + z

2
, β = 1, m = 1, C1 = (1, 0) and C2 = (1, 1

2 ).

Then

H̃(z) =

(
z − 1 0

1 z − 1

)
, G̃(z) =

(
1 − z z

0 1 − z

)
,

lim
z→1

d

dz

(
H̃(z)C∗

1S(z)
)

=
1

2
· lim

z→1

d

dz

(
z2 − 1
1 + z

)
=

(
1
1
2

)
= C∗

2

and

lim
z→1

d

dz

(
S(z)C2G̃(z)

)
= lim

z→1

d

dz

(
1 − z2

2
,

(1 + z)2

4

)

= −(1, 0)

(
1 −1
0 1

)
= −C1N

−1.

Furthermore, in view of (9.11),

PV = lim
z→1

V(z) =
1

4
· lim

z→1

d

dz

(
2(z − 1) 1 − z

2 −1

)
=

(
1
2 − 1

4
0 0

)
.

Thus, all the three limits in (9.15), (9.16) and (9.18) exist. However, PV is not
Hermitian and

Lω(z) =
∂2

∂z∂ω̄



(
z − 1

1

) 1 −
1 + z

2
·

1 + w̄

2
1 − zw̄

(ω̄ − 1, 1)




=




∗ ∗

∗
(1 − z)(1 − ω̄)

(1 − zw̄)3




is not bounded near the point β = 1.

Proof of Theorem 9.8: By Theorem 9.1, it suffices to check that (9.12) is
in force for every point z in a nontangential neighborhood Uβ of β. We break the
proof into steps.

4We wish to thank A. Kheifets for calling our attention to this example.
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Step 1. The nontangential limits

∠ lim
z→β

1

j!

dj

dzj

(
H̃(z)C∗

1B(z)
)

= (T ∗)m−jPV (9.60)

exist for j = 0, . . . ,m.

Proof of Step 1: The proof is similar to the proof of the implication (1) ⇒ (2)
in Lemma 9.3. For j = m the limit in (9.60) coincides with (9.18), which exists and
is equal to PV by assumption. Therefore, by Leibnitz’s rule,

∠ lim
z→β

dm

dzm

(
(z − β)H̃(z)C∗

1B(z)
)

= m∠ lim
z→β

dm−1

dzm−1

(
H̃(z)C∗

1B(z)
)
. (9.61)

On the other hand, taking advantage of formula (9.26), we obtain

∠ lim
z→β

dm

dzm

(
(z − β)H̃(z)C∗

1B(z)
)

= m!T ∗PV + ∠ lim
z→β

dm

dzm

(
(z − β)m+1C∗

1B(z)
)

= m!T ∗PV + ∠ lim
z→β

dm

dzm

(
C∗

1 (C1 − S(z)C2) G̃(z)
)
. (9.62)

But, in view of (9.8) and (9.16), the last limit in (9.62) is easily seen to be equal to
zero. Thus, upon comparing (9.61) and (9.62), we obtain the formula

∠ lim
z→β

dm−1

dzm−1

(
H̃(z)C∗

1B(z)
)

= (m− 1)!T ∗PV, (9.63)

which proves (9.60) for j = m−1. Much the same arguments may be used to verify
(9.60) recursively for j = m− 2, . . . , 1, 0.

Step 2. The matrix PV is a solution of the Stein equation

PV −N∗PVN = C∗
1C1 − C∗

2C2. (9.64)

Proof of Step 2: It is readily checked that

N∗H̃(z) = zH̃(z) − (z − β)m+1In and G(z)−1N = z−1
(
G(z)−1 − In

)
(9.65)

and hence, that

H̃(z)C∗
1 (C1 − S(z)C2)G(z)−1 −N∗H̃(z)C∗

1 (C1 − S(z)C2)G(z)−1N

= H̃(z)C∗
1 (C1 − S(z)C2) + (z − β)m+1C∗

1 (C1 − S(z)C2)G(z)−1N

= H̃(z)C∗
1 (C1 − S(z)C2) + C∗

1 (C1 − S(z)C2) G̃(z)N.

Thus, upon applying
1

m!

dm

dzm
to both sides of the last identity and invoking (9.15),

(9.16), (9.18) and the identities

H̃(m)(β) = m!In and G̃(m)(β) = −m!N−1,

we obtain (9.64):

PV −N∗PVN =
1

m!
∠ lim

z→β

dm

dzm

(
H̃(z)C∗

1C1 − H̃(z)C∗
1S(z)C2

−C∗
1S(z)C2G̃(z)N + C∗

1C1G̃(z)N
)

= C∗
1C1 − C∗

2C2.
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Step 3. Let the mvf W̃ (z) be defined by the formula

W̃ (z) = −H̃(z)PV + H̃(z)C∗
1B(z). (9.66)

Then the nontangential limit

∠ lim
z,ω→β

∂m

∂zm

(
W̃ (z)

(
ρβ(z)

ρω(z)

)m+1
)

= 0. (9.67)

Proof of Step 3: It follows readily from (9.9) and (9.60) that

∠ lim
z→β

W̃ (j)(z) = 0 (j = 0, . . . ,m)

and thus, by Lemma 7.8,

lim
z→β

(z − β)−mW̃ (z) = 0.

Let Uβ(φ) ⊂ Uβ(φ̃) be Stoltz angles with vertices at β which are defined as in (7.1).
Choose a disk Dβ(δ) centered at β with radius δ such that

‖(ζ − β)−mW̃ (ζ)‖ < ε for all ζ ∈ Uβ(φ̃) ∩ Dβ(δ).

Let ψ̃ be an angle such that 0 < ψ̃ < π
2 − φ̃ and let Vβ(ψ) be the cone with vertex

at the origin which is defined via (7.4). By (7.6), the inequality
∣∣∣∣
ρβ(ζ)

ρω(ζ)

∣∣∣∣ <
|1 − ζβ̄|

1 − |ζ|
< 1 +

1

cos(φ̃+ ψ̃)

holds for every ζ ∈ Uβ(φ̃)∩ Vβ(ψ̃) and for every ω ∈ D. Next, take a pair of points
z and ω in the nontangential neighborhood

Uβ := Uβ(φ) ∩ Vβ(ψ̃) ∩ Dβ(δ/2)

of β and let Tz be the maximal circle which is centered at z and lies in Uβ(φ̃). Then
Tz also belongs to Dβ(δ) and therefore, the estimate (7.18) holds for every point
ζ ∈ Tz. By (7.19),

∣∣∣∣
ζ − β

ζ − z

∣∣∣∣ < 1 +
1

sin(φ̃− φ)
(∀ ζ ∈ Tz).

Therefore, by Cauchy’s formula,
∥∥∥∥
∂m

∂zm

(
W̃ (z)

ρβ(z)m+1

ρω(z)m+1

)∥∥∥∥ =

∥∥∥∥∥
m!

2π

∫

Tz

W̃ (ζ)

(ζ − z)m+1

ρβ(ζ)m+1

ρω(ζ)m+1
dζ

∥∥∥∥∥

=

∥∥∥∥∥
m!

2π

∫

Tz

W̃ (ζ)

(ζ − β)m

(
ζ − β

ζ − z

)m(
ρβ(ζ)

ρω(ζ)

)m+1
dζ

ζ − z

∥∥∥∥∥

≤ m! max
ζ∈Tz

{
‖W̃ (ζ)‖

|ζ − β|m

∣∣∣∣
ζ − β

ζ − z

∣∣∣∣
m ∣∣∣∣

ρβ(ζ)

ρω(ζ)

∣∣∣∣
m+1

}

< m!ε

(
1 +

1

sin(φ̃− φ)

)m(
1 +

1

cos(φ̃+ ψ̃)

)m+1

,

which proves (9.67).

Step 4. The uniform estimate (9.12) is in force for every point z in a nontan-
gential neighborhood Uβ of β.
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Proof of Step 4: Since PV is Hermitian by assumption, we can apply Lemma
3.6 to conclude that the identity (3.11) holds with M , P and W replaced by In,

PV and W̃ , respectively:

C∗
1 (Ip − S(z)S(ω)∗)C1 = H(z)W̃ (z)G(z) +G(ω)∗W̃ (ω)∗H(ω)∗

+ρw(z)PV +H(z)PVH(ω)∗

−H(z)B̃(z)B̃(ω)∗H(ω)∗.

Multiplying both of sides of the latter identity by H̃(z) on the left and by
eH(ω)∗

ρω(z)

on the right and taking advantage of (3.10), (9.7) and (9.66), we get

H̃(z)C∗
1Λω(z)C1H̃(ω)∗ = W̃ (z)G(z)

H̃(ω)∗

ρω(z)
+
H̃(z)

ρω(z)
G(ω)∗W̃ (ω)∗

+H̃(z)PVH̃(ω)∗ +
(z − β)m+1(ω̄ − β̄)m+1

ρω(z)
PV

−
(z − β)m+1(ω̄ − β̄)m+1B̃(z)B̃(ω)∗

ρω(z)
.

Applying the operator
1

(m!)2
∂2m

∂zm∂ω̄m
to both sides of the last identity and invok-

ing (9.20), we obtain

Lω(z) +
1

(m!)2
∂2m

∂zm∂ω̄m

(
(z − β)m+1(ω̄ − β̄)m+1B̃(z)B̃(ω)∗

ρω(z)

)

=
1

m!

∂m

∂zm

(
W̃ (z)

(
ρβ(z)

ρω(z)

)m+1
)

+
1

m!

∂m

∂ω̄m

(
W̃ (ω)∗

(
ρω(β)

ρω(z)

)m+1
)

+PV +
1

(m!)2
∂2m

∂zm∂ω̄m

(
(z − β)m+1(ω̄ − β̄)m+1

ρω(z)
PV

)
. (9.68)

By Step 3, the first two terms on the right hand side of (9.68) are bounded in some
nontangential neighborhood Uβ of β, whereas the last term is bounded by Lemma
7.7. Thus, upon letting z = ω and noting that both of terms on the left hand side
of (9.68) are positive semidefinite in this setting, we may conclude that Lz(z) is
uniformly bounded in Uβ . �

Corollary 9.10. Let the nontangential limits in (9.15) and (9.13) exist and
define the matrices C2 and PL, respectively. Then PL satisfies the Stein equation
(8.4).

Proof. The existence of the nontangential limit (9.13) guarantees that The-
orem 9.1 is applicable and hence that PL = PS . Therefore, since PS is a solution
of the Stein equation (8.4) by Remark 1.2, PL is also a solution of (8.4). �

We conclude the section with the following modification of Theorem 9.8 which
will be useful.

Theorem 9.11. Let S ∈ Sp×q, C1 ∈ Cp×n, C2 ∈ Cq×n and let the nontan-
gential limits (9.16) (or (9.15)) and (9.18) exist. Suppose further that the matrix
PV ∈ Cn×n defined via (9.18) is a Hermitian solution of the Stein equation (9.64).
Then the nontangential limit PL in (9.13) exists and PL = PV = PS.
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Proof. The proof is based on the proof of Theorem 9.8. The difference be-
tween the two formulations is that whereas in Theorem 9.8 we assumed that the
tangential limits (9.15), (9.16) and (9.18) exist and that PV is Hermitian, we now
drop one of the two conditions (9.15), (9.16), but add (9.64). However, since the
role of (9.15) in the proof of Theorem 9.8 was limited to establishing (9.64) and
we are now assuming (9.64), it is clear that the conclusions of Theorem 9.8 prevail
even if we drop (9.15).

Suppose next that (9.15), (9.18) and (9.64) are in force. By the proof of The-
orem 9.8, it suffices to show that relations (9.60) hold for j = 0, . . . ,m. Upon
denoting the limits in (9.61) by m!X and making use of (9.15), (9.18) and the
formula

(z − β)G(z)−1 = −zβG(z)−1T − βIn

we get

X = −
β

m!
∠ lim

z→β

dm

dzm

(
H̃(z)C∗

1 (C1 − S(z)C2)
(
zG(z)−1T + In

))

= −
β

m!
∠ lim

z→β

dm

dzm

(
zH̃(z)C∗

1B(z)T
)
− β(C∗

1C1 − C∗
2C2)

= −β2PVT − βXT − β(C∗
1C1 − C∗

2C2)

Since PV satisfies (9.64), this is equivalent to

XN = −βPVT − PV +N∗PVN.

Therefore,

X = −PV(I + βT )N−1 +N∗PV = −βPV +N∗PV = T ∗PV.

This proves (9.63), which coincides with (9.60) when j = m − 1. The recursive
verification of (9.60) for j = m−2, . . . , 1, 0 relies on much the same arguments. �

10. On the solvability of a Stein equation

Let r be an integer satisfying 1 ≤ r ≤ min(p, q), let n = r(m+ 1), let M , N , T
and C be the matrices defined in (9.1)–(9.3). In this section we establish necessary
and sufficient conditions for the Stein equation (8.4) based on this choice of M , N
and C to have a solution.

Lemma 10.1. The upper triangular block matrix

D =




βIr −β2Ir β3Ir · · · (−1)mβm+1Ir

0 −β3Ir 2β4Ir · · · (−1)m
(

m
1

)
βm+2Ir

... β5Ir · · · (−1)m
(

m
2

)
βm+3Ir

...
. . .

...
0 · · · · · · 0 (−1)mβ2m+1Ir




(10.1)

with the r × r block entries

Djℓ =

{
0, if j > ℓ

(−1)ℓ
(

ℓ
j

)
βℓ+j+1Ir, if j ≤ ℓ

(10.2)
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is the unique solution of the Stein equation

D + β (In + βT ∗)DT = βE∗E, (10.3)

where N , T and E are the matrices defined by (9.1), (9.3) and (9.42), respectively.

Proof. Since Tm+1 = 0, the Stein equation (10.3) has a unique solution,
which is given by the formula

D =

m∑

j=0

(−1)jβj+1 (In + βT ∗)
j
E∗ET j. (10.4)

To show that the expression on the right hand side of (10.4) represents the matrix
defined by (10.2), it suffices to rewrite (10.4) as

D =

m∑

ℓ=0

(−1)ℓβℓ+1




ℓ∑

j=0

(
ℓ
j

)
(βT ∗)j


E∗ET ℓ

=

m∑

ℓ=0

ℓ∑

j=0

(−1)ℓ
(

ℓ
j

)
βℓ+j+1T ∗jE∗ET ℓ

=

m∑

ℓ=0

ℓ∑

j=0

Djℓ T
∗jE∗ET ℓ,

since all the block entries of the matrix T ∗jE∗ET ℓ are equal to zero except for the
jℓ-th block which is equal to Ir. �

Corollary 10.2. The matrix D defined via (10.2) also admits the represen-
tation

D =

m∑

j=0

T ∗jE∗E(−βT )jN−j−1. (10.5)

Proof. It follows from (10.3) that

DT = E∗E − β̄D− βT ∗DT

and therefore,

DN = D(β̄In + T ) = E∗E − βT ∗DT.

Thus, D satisfies the Stein equation

D + βT ∗DTN−1 = E∗EN−1, (10.6)

which has a unique solution given by the formula (10.5). �

Besides C1 and C2, it will be useful to consider the upper triangular block
Toeplitz matrices

C1 =




ξ0 ξ1 · · · ξm

0 ξ0
. . .

...
...

. . . ξ1
0 · · · 0 ξ0




and C2 =




η0 η1 · · · ηm

0 η0
. . .

...
...

. . . η1
0 · · · 0 η0



. (10.7)
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It will be convenient to express these block matrices in the form

Ck =
m∑

j=0

T ∗jE∗CkT
j (k = 1, 2). (10.8)

Remark 10.3. In formula (10.8), the T on the left of E∗Ck is different from
the T on the right of E∗Ck. Strictly speaking we should introduce three block shift
matrices Tp, Tq, Tr and write

C1 =

m∑

j=0

T ∗j
p E∗

pC1T
j
r and C2 =

m∑

j=0

T ∗j
q E∗

qC2T
j
r .

However, in order to keep the formulas simple, we have not indicated this in the
notation, but rely instead on the context. We shall usually maintain this abuse of
notation for the matrices N , D, E and U (see formula (10.14) below) also. Occa-
sionally we shall write Ck “commutes” with T , with quotation marks to emphasize
the fact that the T on the left is not required to have the same block size as the T
on the right.

The following result will be useful.

Proposition 10.4. Let E, T , C1, C2, C1, C2 be the matrices given by (9.42),
(9.3), (9.2), (10.8) and let

E(z) =

m∑

j=0

ET j

(z − β)j+1
=

(
Ir

z − β
,

Ir
(z − β)2

, . . . ,
Ir

(z − β)m+1

)
. (10.9)

Then

EG(z)−1 = −E(z)D and CkG(z)−1 = −E(z)DCk (k = 1, 2). (10.10)

Proof. On account of (10.2),

zℓ

(1 − zβ̄)ℓ+1
=

zℓβℓ+1

(β − z)ℓ+1
= (−1)ℓ+1

ℓ∑

j=0

(
ℓ
j

)
βℓ+j+1

(z − β)j+1
= −

ℓ∑

j=0

Djℓ

(z − β)j+1
,

which together with (9.4), (9.42) and (10.9) implies the first relation in (10.10).
Making use of this relation and of

CkT
j = ET jCk for j ≥ 0 and k = 1, 2, (10.11)

we obtain

CkG(z)−1 = EG(z)−1Ck = −E(z)DCk (k = 1, 2)

and complete the proof. �

Theorem 10.5. Let C1 ∈ Cp×n, C2 ∈ Cq×n, let C1 and C2 be defined via

(10.8) and let H̃ and G−1 be the mvf’s defined by (9.7) and (9.4), respectively.
Then the following statements are equivalent:

(1) C1 and C2 are subject to (9.17).
(2) The mvf

H̃(z) {C∗
1C1 − C∗

2C2}G(z)−1 (10.12)

is a matrix polynomial.
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(3) C1 and C2 are subject to

C∗
1UpDpC1 = C∗

2UqDqC2, (10.13)

where Dr is defined by (10.1) and

Uk =




0 · · · 0 Ik
... . . . Ik 0

0 . . . . . .
...

Ik 0 · · · 0



. (10.14)

(4) The bottom block rows in formula (10.13) match, i.e.,

(ξ∗0 , . . . , ξ
∗
m)DC1 = (η∗0 , . . . , η

∗
m)DC2. (10.15)

(5) The Stein equation (8.4) has at least one solution P (in which case the
Hermitian matrix 1

2 (P + P ∗) is also a solution).

If any one of the above statements holds true, then the degree of the matrix polyno-
mial (10.12) does not exceed m− 1.

Proof. (1) ⇔ (3). Making use of the equalities (10.11) and

(T ∗)m−jE∗ = UT ∗jE∗ (j = 0, . . . .m; k = 1, 2), (10.16)

which follow readily from the definitions (9.3), (9.42), and (10.14) of the matrices
T , E and U, respectively, and taking into account that Ck intertwines N , because
of the upper triangular block Toeplitz structure, we get

m∑

j=0

(T ∗)m−jC∗
kCk (−βT )

j
N−j−1 =

m∑

j=0

C∗
k(T ∗)m−jE∗E (−βT )

j
N−j−1Ck

= C∗
kU




m∑

j=0

(T ∗)jE∗E (−βT )
j
N−j−1


Ck

= C∗
kUDCk (k = 1, 2).

This proves the desired equivalence.

(2) ⇔ (3). Upon taking advantage of the expansions (9.6) and (9.7) and using
(10.11), we get

H̃(z)C∗
kCkG(z)−1

= −

(
m∑

i=0

(z − β)m−i(T ∗)i

)
C∗

kCk




m∑

j=0

(z − β)−j−1(−βT )jN−j−1




= −C∗
k

m∑

i,j=0

(z − β)m−i−j−1(T ∗)iE∗E(−βT )jN−j−1Ck

= −C∗
k (p(z) + q(z))Ck (k = 1, 2),

where

p(z) =

m−1∑

ℓ=0

(z − β)ℓ
m−ℓ−1∑

j=0

(T ∗)m−ℓ−j−1E∗E(−βT )jN−j−1
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and

q(z) =

m+1∑

ℓ=1

(z − β)−ℓ
m∑

j=0

(T ∗)m+ℓ−j−1E∗E(−βT )jN−j−1.

Using (10.16) and (10.5) we obtain

q(z) =
m∑

ℓ=0

(z − β)−ℓ−1(T ∗)ℓ
m∑

j=0

(T ∗)m−jE∗E(−βT )jN−j−1

=

m∑

ℓ=0

(z − β)−ℓ−1(T ∗)ℓU

m∑

j=0

(T ∗)jE∗E(−βT )jN−j−1

=

m∑

ℓ=0

(z − β)−ℓ−1(T ∗)ℓUD.

Therefore,

H̃(z) {C∗
1C1 − C∗

2C2}G(z)−1 = C∗
2 (p(z) + q(z))C2 − C∗

1 (p(z) + q(z))C1

is a matrix polynomial if and only if

C∗
1q(z)C1 = C∗

2q(z)C2,

which in turn, is equivalent to the equalities

C∗
1(T

∗)ℓUDC1 = C∗
2(T

∗)ℓUDC2 for ℓ = 0, . . . ,m.

But these equalities are equivalent to (10.13), since Ck “commutes” with T .

(3) ⇔ (4). The implication (3) ⇒ (4) is selfevident. To obtain the converse,
we need to show that equality of the bottom block rows in the matrices C∗

1UpDpC1

and C∗
2UqDqC2 implies the “whole” equality (10.13).

Upon multiplying both sides of (10.6) by T j on the left and taking into account
the fact that T jE∗ = 0 for j ≥ 1 and that TT ∗DT = DT , we obtain

T jD = −βT j−1DTN−1 (j = 1, . . . ,m),

which implies recursively that

T jD = D(−βTN−1)j for j = 1, . . . ,m. (10.17)

Thus, since the matrix −βTN−1 “commutes” with C1 and C2,

(ξ∗0 , . . . , ξ
∗
m)DC1(−βTN

−1)j = (ξ∗0 , . . . , ξ
∗
m)T jDC1 = (0, ξ∗0 , . . . , ξ

∗
j )DC1

and

(η∗0 , . . . , η
∗
m)DC2(−βTN

−1)j = (η∗0 , . . . , η
∗
m)T jDC2 = (0, η∗0 , . . . , η

∗
j )DC2.

Therefore, (10.15) implies that

(0, ξ∗0 , . . . , ξ
∗
j )DC1 = (0, η∗0 , . . . , η

∗
j )DC2 for j = 0, . . . ,m,

which expresses the equality of the j-th block rows in (10.13).

(1) ⇒ (5). Let (9.17) be in force. Then, since

ET k (T ∗)
k−j

= ET j (0 ≤ j ≤ k and k = 0, . . . ,m), (10.18)
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it follows readily, upon multiplying (9.17) by ETm on the left and by N on the
right, that

E
m∑

j=0

T j (C∗
2C2 − C∗

1C1) (−βT )j N−j = 0.

Therefore,

E (C∗
2C2 − C∗

1C1) = βE





m∑

j=1

T j (C∗
2C2 − C∗

1C1) (−βT )
j−1

N−j



T. (10.19)

Let P0 denote the term inside the curly brackets on the right, i.e.,

P0 :=

m−1∑

j=0

T j+1 (C∗
2C2 − C∗

1C1) (−βT )
j
N−j−1. (10.20)

We now show that the matrix P0 satisfies (8.4). To do this we multiply (10.19) by
E∗ on the left and invoke the identity

E∗E = In − T ∗T, (10.21)

to conclude that

βP0T + C∗
1C1 − C∗

2C2 = T ∗T (βP0T + C∗
1C1 − C∗

2C2) . (10.22)

The last equality exhibits the fact that the top block row of the matrix indicated
on the left is equal to zero. On the other hand, it is readily seen from the definition
(10.20) of P0 that it satisfies the Stein equation

P0 + βTP0TN
−1 = T (C∗

2C2 − C∗
1C1)N

−1,

and hence, upon multiplying through by T ∗ on the left and by N on the right, we
obtain

T ∗P0N = T ∗T (C∗
2C2 − C∗

1C1 − βP0T ) = C∗
2C2 − C∗

1C1 − βP0T,

in view of (10.22). Thus,

C∗
2C2 − C∗

1C1 = T ∗P0N + βP0T,

which is equivalent to (8.4), since

T ∗P0N + βP0T = (N∗ − βIn)P0N + βP0

(
N − β̄In

)
= N∗P0N − P0.

(5) ⇒ (2). Let P ∈ Cn×n satisfy (8.4). Then, making use of (9.65), we get

H̃(z) {C∗
1C1 − C∗

2C2}G(z)−1 = H̃(z) {P −N∗PN}G(z)−1

= H̃(z)P + PG̃(z)N, (10.23)

which is obviously a matrix polynomial of degree not more than m. By (9.8) and

(9.7), the leading terms of G̃ and H̃ are −zmN−1 and zmIn, respectively, and thus,
the expression on the right hand side of (10.23) is a polynomial of degree not more
than m− 1. �

Lemma 10.6. All the solutions of the homogeneous Stein equation

P̂ −N∗P̂N = 0 (10.24)
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are given by the formula

P̂ (L) = U

m∑

j=0

T ∗jE∗L(−βT )jN−j, (10.25)

where U is given by (10.14) and L, the lowest block row of P̂ (L), is a parameter
varying over Cr×n.

Moreover, P̂ (L) is positive semidefinite if and only if all its entries are equal to
zero except the bottom right hand r × r block, which is positive semidefinite or,
equivalently, if and only if L is of the form

L = (0, . . . , 0, α) , where 0 ≤ α ∈ C
r×r.

Proof. First we show that every matrix P̂ (L) of the form (10.25) is a solution
of the homogeneous Stein equation (10.24). Since Tm+1 = 0 and T andN commute,
it follows readily from (10.25) that

EP̂ (L)T = −β̄EU

m∑

j=0

T ∗jE∗L(−βT )j+1N−j

= −β̄EU

m−1∑

j=0

T ∗jE∗L(−βT )j+1N−j = 0,

because EUT ∗jE∗ = 0 for j = 0, . . . ,m− 1. Therefore, in view of (10.21),

(I − T ∗T )P̂ (L)T = 0. (10.26)

Next, since U2 = In, it is readily seen from (10.25) that the matrix UP̂ (L) is a
solution of the equation

UP̂ (L) + βT ∗UP̂ (L)TN−1 = E∗L.

But this is equivalent to the equation

P̂ (L)N + βT P̂ (L)T = UE∗LN,

since UT ∗U = T . Multiplying the last equation by T ∗ on the left and taking

advantage of (10.26), we conclude that P̂ (L) is a solution of the equation

βP̂T + T ∗P̂N = 0,

which in turn, is equivalent to (10.24). Thus, every matrix of the form (10.25) is a
solution of (10.24).
Now let Q be any solution of (10.24), let A denote its lowest block row and let

P̂ (A) be the matrix defined via (10.25). Then the matrix R := P̂ (A) −Q satisfies
the Stein equation (10.24) and has zero entries in the lowest block row, that is

R−N∗RN = 0 and ETmR = 0. (10.27)

Upon writing the first of these equalities in the form

βRT + T ∗RN = 0,
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and then multiplying it by ETm on the left and invoking (10.18) and the second
equality in (10.27), we conclude that ETm−1R = 0. In much the same way we
obtain recursively that ET jR = 0 for all j = 0, . . . ,m and hence that

R =

m∑

j=0

T ∗jE∗ET jR = 0.

Thus, Q = P̂ (A), which means that every solution of (10.24) is of the form (10.25).

Furthermore, substituting the block decomposition

P̂ (L) =
(
P̂ij

)m

i,j=0
, P̂ij ∈ C

r×r

into (10.24) and comparing all the r × r blocks we get

P̂0j = P̂j0 = 0 and βP̂i,j+1 + β̄P̂i+1,j + P̂ij = 0 (i, j = 0, . . . ,m− 1).

Therefore, since P̂ ≥ 0, we also have P̂0m = P̂m0 = 0. Moreover, since βP̂11 +

β̄P̂20 + P̂10 = 0, we now get P̂11 = 0. Since P̂ ≥ 0, it follows that P̂1j = P̂j1 = 0
for all j = 0, . . . ,m. In much the same manner we obtain recursively that all the

block entries P̂ij are equal to zero except for the block P̂mm = α, which is positive

semidefinite, since P̂ is. �

Corollary 10.7. Let (9.17) be in force. Then the matrix P0 defined by (10.20)
is the only solution of the Stein equation (8.4) which has zero entries in the lowest
block row. Moreover, the set of all the solutions of the Stein equation (8.4) is
parametrized by the formula

P = P0 + P̂ (L),

where P̂ (L) is defined in (10.25) and L, the lowest block row of P̂ (L), is a parameter
varying over Cr×n. Thus, for each L ∈ Cr×n there exists exactly one solution P of
the Stein equation (8.4) whose the lowest block row coincides with L.

Corollary 10.8. Let 0 ≤ P̂ ≤ P . Then the following statements are equiva-
lent:

(1) Both P̂ and P are solutions of the Stein equation (8.4).

(2) All the entries of P are equal to the corresponding entries of P̂ except for

the bottom right hand r×r blocks which satisfy the condition P̂mm ≤ Pmm.

For the proof, note that (1) is equivalent to the fact that the matrix P̂ = P − P̃
is a positive semidefinite solution of the homogeneous Stein equation (10.24) and
then apply Lemma 10.6.

The following formulas will prove useful in the sequel and give yet another
indication of the significance of the condition (10.15).

Lemma 10.9. Let N and C be as in (9.1) and (9.2), let Hη and Hξ be the
Hankel matrices defined by

Hξ =




ξ1 ξ2 · · · ξm+1

ξ2 ξ3 · · · ξm+2

...
...

...
ξm+1 ξm+2 · · · ξ2m+1


 (10.28)
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and

Hη =




η1 η2 · · · ηm+1

η2 η3 · · · ηm+2

...
...

...
ηm+1 ηm+2 · · · η2m+1


 (10.29)

for some choice of ξm+1, . . . , ξ2m+1 ∈ Cp×r and ηm+1, . . . , η2m+1 ∈ Cq×r and let

Pξ = H∗
ξDC1 and Pη = H∗

ηDC2, (10.30)

where Cj and D are the matrices given in (10.7) and (10.1), respectively. Then:

(1) The matrices Pξ and Pη satisfy the identities

Pξ −N∗PξN = −C∗
1C1 + E∗

(
ξ∗0 · · · ξ∗m

)
DC1N (10.31)

and

Pη −N∗PηN = −C∗
2C2 + E∗

(
η∗0 · · · η∗m

)
DC2N, (10.32)

respectively.
(2) The matrix Pη −Pξ is a solution of the Stein equation (8.4) if and only if

(
η∗0 · · · η∗m

)
DC2 =

(
ξ∗0 · · · ξ∗m

)
DC1. (10.33)

Proof. Upon multiplying both sides of (10.6) by T on the left and by N on
the right we obtain

TDN + βTT ∗DT = 0,

and, since D is upper block triangular and hence (I − TT ∗)DT = 0, we see that

TDN = −βDT.

Moreover, since N = β̄I +T and both of the matrices N and T commute with C1,
it follows from formula (10.30) that

N∗PξN − Pξ = T ∗PξN + βPξT

= T ∗H∗
ξDC1N + βH∗

ξDC1T

= T ∗H∗
ξDNC1 + βH∗

ξDTC1

= T ∗H∗
ξDNC1 − H∗

ξTDNC1

=
(
T ∗H∗

ξ − H∗
ξT
)
DNC1.

It is readily seen that, due to the Hankel structure (10.28) of H∗
ξ ,

T ∗H∗
ξ − H∗

ξT =




0
ξ∗1
...
ξ∗m


E − E∗

(
0 ξ∗1 · · · ξ∗m

)

and thus,

Pξ −N∗PξN = E∗
(

0 ξ∗1 · · · ξ∗m
)
DNC1 −




0
ξ∗1
...
ξ∗m


EDNC1. (10.34)

By (10.6),
EDNC1 = E(E∗E − βT ∗DT )C1 = EC1 = C1
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and therefore, 


0
ξ∗1
...
ξ∗m


EDNC1 =




0
ξ∗1
...
ξ∗m


C1 (10.35)

and

E∗
(
ξ∗0 0 · · · 0

)
DNC1 = E∗ξ∗0EDNC1 = E∗ξ∗0C1.

Next,

E∗
(

0 ξ∗1 · · · ξ∗m
)
DNC1

= E∗
(
ξ∗0 ξ∗1 · · · ξ∗m

)
DNC1 − E∗

(
ξ∗0 0 · · · 0

)
DNC1

= E∗
(
ξ∗0 ξ∗1 · · · ξ∗m

)
DNC1 − E∗ξ∗0C1. (10.36)

Upon substituting (10.35) and (10.36) into (10.34) and taking advantage of the
equality 



0
ξ∗1
...
ξ∗m


+ E∗ξ∗0 = C∗

1 ,

we arrive at (10.31). Identity (10.32) is verified in much the same way and the
second statement of the lemma is an easy consequence of the first one. �

Our next objective is to reexpress P0 in terms of the strictly upper block tri-
angular parts

Hu
ξ =




ξ1 · · · ξm 0
... . . .

...
...

ξm · · · 0 0
0 · · · 0 0


 and Hu

η =




η1 · · · ηm 0
... . . .

...
...

ηm · · · 0 0
0 · · · 0 0




of the Hankel matrices Hξ and Hη (defined in (10.28) and (10.29), respectively)

and then to express P̂ (L) in terms of the corresponding lower block triangular parts

Hℓ
ξ = Hξ − Hu

ξ and Hℓ
η = Hη − Hu

η . (10.37)

Lemma 10.10. Let N and C be as in (9.1) and (9.2). Then the special solution
P0 of the Stein equation (8.4) that is defined by formula (10.20) can also be written
as

P0 = (Hu
η)∗DC2 − (Hu

ξ )∗DC1. (10.38)

Proof. The proof rests essentially on the observation that TC∗
2 , . . . , T

m+1C∗
2

are the block columns of the matrix (Hu
η )∗:

(Hu
ξ )∗ =

(
TC∗

1 , T
2C∗

1 , . . . , T
m+1C∗

1

)

and similarly,

(Hu
η )∗ =

(
TC∗

2 , T
2C∗

2 , . . . , T
m+1C∗

2

)
.
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On the other hand, since ED = EN−1 (as follows immediately from (10.6)), we
conclude by (10.17), that

ET jDCk = ED(−βTN−1)jCk

= EN−1(−βTN−1)jCk

= ECk(−βT )jN−j−1

= Ck(−βT )jN−j−1 (k = 1, 2; j = 0, . . . ,m),

which expresses the fact that Ck(−βT )jN−j−1 is the j-th block row of the matrix
DCk for k = 1, 2. Thus,

m−1∑

j=0

T j+1C∗
1C1 (−βT )j N−j−1 = (Hu

ξ )∗DC1,

m−1∑

j=0

T j+1C∗
2C2 (−βT )

j
N−j−1 = (Hu

η)∗DC2

and the difference yields (10.38), in view of (10.20). �

Lemma 10.11. Let Cj and D be defined by formulas (10.7) and (10.1), re-
spectively, let Hℓ

ξ and Hℓ
η be the Hankel matrices defined by (10.37) for some

ξm+1, . . . , ξ2m+1 ∈ Cp×r and ηm+1, . . . , η2m+1 ∈ Cq×r and let the matrix P̂ (L)
be defined by (10.25).

(1) If L =
(
ξ∗m+1, . . . , ξ

∗
2m+1

)
DC1, then P̂ (L) = (Hℓ

ξ)
∗DC1.

(2) If L =
(
η∗m+1, . . . , η

∗
2m+1

)
DC2, then P̂ (L) = (Hℓ

η)∗DC2.
(3) If

L =
(
η∗m+1, . . . , η

∗
2m+1

)
DC2 −

(
ξ∗m+1, . . . , ξ

∗
2m+1

)
DC1,

then
P̂ (L) = (Hℓ

η)∗DC2 − (Hℓ
ξ)

∗DC1.

Proof. If L is as in the first statement, then, by (10.25) and (10.17),

P̂ (L) = U

m∑

j=0

T ∗jE∗
(
ξ∗m+1, . . . , ξ

∗
2m+1

)
DC1(−βT )jN−j

= U

m∑

j=0

T ∗jE∗
(
ξ∗m+1, . . . , ξ

∗
2m+1

)
D(−βT )jN−jC1

= U

m∑

j=0

T ∗jE∗
(
ξ∗m+1, . . . , ξ

∗
2m+1

)
T jDC1

= U




ξ∗m+1 ξ∗m+2 . . . ξ∗2m+1

0 ξ∗m+1 . . . ξ∗2m
...

. . .
. . .

...
0 . . . 0 ξ∗m+1


DC1 = (Hℓ

ξ)
∗DC1,

which completes the proof of the first assertion. The proof of the second assertion
is similar and the proof of the third is immediate from the first two and the fact
that

P̂ (L1 − L2) = P̂ (L1) − P̂ (L2).
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�

Lemma 10.12. Let Cj and D be defined by formulas (10.7) and (10.1), respec-
tively.

(1) If rank ξ0 = r, then every matrix L ∈ Cr×n, n = (m + 1)r, can be
expressed in the form L =

(
ξ∗m+1, . . . , ξ

∗
2m+1

)
DC1 for some choice of

ξm+1, . . . , ξ2m+1 ∈ Cp×r.
(2) If rank η0 = r, then every matrix L ∈ Cr×n, n = (m + 1)r, can be

expressed in the form L =
(
η∗m+1, . . . , η

∗
2m+1

)
DC2 for some choice of

ηm+1, . . . , η2m+1 ∈ Cq×r.

Proof. If rank ξ0 = r, then the matrix C1 is left invertible. Let C−L
1 denote

its left inverse. Then clearly the choice
(
ξ∗m+1, . . . , ξ

∗
2m+1

)
= LC−L

1 D−1 satisfies
the claim in the first assertion. The proof of the second assertion is similar. �

Remark 10.13. If M , N , C1 and C2 are as in (9.1) and (9.2), but with p = q =
1, then, in view of Theorem 7.7 of [5], every solution P of the Stein equation (8.4)
is subject to the same Iohvidov law as a Hankel matrix. Consequently, if P 6= 0 is
also positive semidefinite, then it must either be of the form

P =




0 · · · 0 0
...

...
...

0 · · · 0 0
0 · · · 0 δ


 for some δ > 0,

or of the form

P =

(
P11 P12

P21 P22

)
,

where P11 > 0 and

P22 − P21P
−1
11 P21 =




0 · · · 0 0
...

...
...

0 · · · 0 0
0 · · · 0 δ


 for some δ ≥ 0,

since the Schur complement of P11 is subject to the same Iohvidov law as P .

If ξ0 = η0 = 1 and P = H∗
ηDC2 is a positive semidefinite solution of equation

(8.4), then it will be of the first form if and only if η1 = 0 (or, equivalently, if and
only if η1 = · · · = η2m = 0 and η∗2m+1 = (−1)mβ2m+1δ).

11. Positive definite solutions of the Stein equation

In this section we continue the analysis of the Stein equation (8.4) when N is
of the form (9.1) and C is partitioned as in (9.2). We shall assume that

P = (Pkℓ)
m
k,ℓ=0 , Pkℓ ∈ C

r×r, (11.1)

is partitioned conformally with N . In addition to Theorem 10.5, where necessary
and sufficient conditions for the solvability of the the Stein equation (8.4) have been
established, we shall present necessary and sufficient conditions for this equation to
have a positive definite solution and shall describe the set of all such solutions.
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Substituting the block decompositions (9.1), (9.2) and (11.1) into (8.4) and
comparing all the r × r–blocks we get the system

βP0j = η∗0ηj+1 − ξ∗0ξj+1 (j = 0, . . . ,m− 1)

βPi+1,j + β̄Pi,j+1 + Pij = η∗i+1ηj+1 − ξ∗i+1ξj+1 (11.2)

(i = 0, . . . ,m− 1; j = 1, . . . ,m− 1),

which, upon being solved recursively, leads to

Pkℓ =
k∑

i=0

i∑

j=0

(−1)i
(

i
j

)
β̄i+j+1

(
η∗k−iηℓ+j+1 − ξ∗k−iξℓ+j+1

)
(11.3)

for

0 ≤ ℓ+ k ≤ m− 1. (11.4)

Thus, for every solution P of the Stein equation (8.4), the entries with the indexes
from the domain (11.4) are uniquely defined by the right hand side of the equation.
Moreover, these entries satisfy the symmetry

Pkℓ = P ∗
ℓk (0 ≤ ℓ+ k ≤ m− 1). (11.5)

This symmetry follows from the above mentioned uniqueness and the fact that P ∗

satisfies the Stein equation (8.4) if and only if P does.

Let dj(P ), j = 0, . . . , 2m, denote the j-th “southwest-northeast” block diagonal
of P . Then all the block entries Pst in dj(P ) meet the condition s + t = j. In
particular, with a selfevident interpretation,

dj(P ) = (Pj,0, Pj−1,1, . . . , P0,j) for j = 0, . . . ,m− 1

and

dj(P ) = (Pm,j−m, Pm−1,j−m+1, . . . , Pj−m,m) for j = m, . . . , 2m.

It has been already mentioned that the diagonals d0(P ), . . . , dm−1(P ) are uniquely
defined by (8.4) and are Hermitian in the sense that (11.5) holds. It follows from
(11.2) that for j ≥ m, the diagonal dj(P ) is uniquely defined by any one entry Pj−i,i

and by the previous diagonal dj−1(P ). In particular, dj(P ) is uniquely defined by
Pm,j−m and dj−1(P ) for j ≥ m.

The following lemma will enable us to construct a positive definite solution of
the Stein equation (8.4) recursively.

Lemma 11.1. Let C1 and C2 be of the form (9.2) and satisfy (9.17), let j be a
fixed integer (m− 1 ≤ j ≤ 2m− 1) and let the blocks Pkℓ of P be given and satisfy

βPk+1,ℓ−1 + β̄Pk,ℓ + Pk,ℓ−1 = η∗k+1ηℓ − ξ∗k+1ξℓ and Pkℓ = P ∗
ℓk (11.6)

for 0 ≤ k + ℓ ≤ j. Then there exist r × r matrices Pj+1,0, Pj,1, . . . , P0,j+1 such
that relations (11.6) hold for 0 ≤ k + ℓ ≤ j + 1.

Moreover, if j ≥ m and j = 2t is even, Ptt can be chosen equal to any prescribed
Hermitian r × r matrix γ, i.e., the matrices Pm,j−m, . . . , Pj−m,m can be chosen so
that (11.6) holds and Ptt = γ.

Proof. It is clear from the recursion in (11.6) that if the Pi,j are known for
0 ≤ i + j ≤ k and if s, t are nonnegative integers with s + t = k + 1 (and of
course k+1 ≤ m), then Ps,t determines Ps−1,t+1, and vice versa. Thus, proceeding
recursively, it is easy to obtain a solution of the Stein equation (8.4). But, if P is a
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solution, then P ∗ is also a solution. Therefore, 1
2 (P + P ∗) is a Hermitian solution.

But this means that it is possible to chose the entries from the outset to meet the
symmetry condition in (11.6) also. �

Let us consider the upper left (m̂+ 1) × (m̂+ 1) block submatrix

Π bm = (Pk,ℓ)
bm
k,ℓ=0 , where m̂ =

{
(m− 2)/2 if m is even
(m− 1)/2 if m is odd

(11.7)

of P . It is readily checked that Π bm is the largest principle block submatrix of P
which sits strictly above the diagonal dm(P ) and hence is uniquely specified by the

right hand side of equation (8.4). Moreover, Πbm is Hermitian, by (11.5). Let Ĉ1,

Ĉ2 and D̂ be the matrices defined as in (10.7) and (10.1) but with m replaced by
m̂ and let

Ĥη =




η1 η2 · · · ηbm+1

η2 η3 · · · ηbm+2

...
...

...
ηbm+1 ηbm+2 · · · η2 bm+1


 (11.8)

and

Ĥξ =




ξ1 ξ2 · · · ξbm+1

ξ2 ξ3 · · · ξbm+2

...
...

...
ξbm+1 ξbm+2 · · · ξ2 bm+1


 . (11.9)

It follows from (11.3) and (10.2) that

Pkℓ =

k∑

i=0

i∑

j=0

(Dji)
∗ (
η∗k−iηℓ+j+1 − ξ∗k−iξℓ+j+1

)

=
(
η∗k, η

∗
k−1, . . . , η

∗
0 , 0

)
D̂∗




ηℓ+1

ηℓ+2

...
ηℓ+ bm+1




−
(
ξ∗k, ξ

∗
k−1, . . . , ξ

∗
0 , 0

)
D̂∗




ξℓ+1

ξℓ+2

...
ξℓ+ bm+1




for k, ℓ = 0, . . . , m̂, which with help of (11.8) and (11.9) can be written in the matrix
form as

Π bm = Ĉ∗
2D̂

∗Ĥη − Ĉ∗
1D̂

∗Ĥξ

or, since P is Hermitian,

Π bm = Ĥ∗
ηD̂Ĉ2 − Ĥ∗

ξD̂Ĉ1. (11.10)

Theorem 11.2. Let N be a matrix of the form (9.1). Then the Stein equation
(8.4) has a positive definite solution if and only if:

(1) The matrices C1 and C2 are subject to (9.17) and
(2) The matrix Π bm defined by (11.10) is positive definite.



11. POSITIVE DEFINITE SOLUTIONS OF THE STEIN EQUATION 79

Proof. The necessity part is clear: if the Stein equation (8.4) has a solution P ,
then condition (1) is fulfilled by Theorem 10.5. Moreover, if P is positive definite,
then the submatrix Π bm (which is uniquely specified by (11.10)) is also positive
definite.

Now let conditions (1) and (2) be in force. Then there exists a positive definite
solution P of the Stein equation (8.4). Indeed, using (11.3) we define the diagonals
d0(P ), . . . ,dm−1(P ) of P . The remaining m+ 1 diagonals are defined recursively
to meet (11.6) with the added constraint that the entries Ptt for t running from
m to 2m are chosen to keep the matrix positive definite. This is easily seen to be
doable by invoking the well known formulas for Schur complements, i.e., from the
decomposition

Πj = (Pkℓ)
j
k,ℓ=0 =

(
Πj−1 Y ∗

j

Yj Pj,j

)
, where Yj = (Pj,0, Pj,1, . . . , Pj,j−1)

(11.11)
and the evident factorization

Πj =

(
I 0

YjΠ
−1
j I

)(
Πj−1 0

0 Pjj − YjΠ
−1
j−1Y

∗
j

)(
I Π−1

j−1Y
∗
j

0 I

)
,

which implies that, if Πj−1 > 0, then the matrix Πj is positive definite if and only

if Pjj > YjΠ
−1
j−1Y

∗
j . �

Note that if condition (2) in Theorem 11.2 is relaxed to Πbm ≥ 0, then there
is no guarantee that the corresponding Stein equation has a positive semidefinite
solution. Indeed, it is readily checked that the matrices

C1 = (ξ0, ξ1) =
(

1 1
0 0

)
, C2 = (η0, η1) =

(
0 1
1 1

)
and N =

(
β̄ 1
0 β̄

)

satisfy (9.17); m = 1 and m̂ = 0. Furthermore, if P satisfies (8.4), then

Π bm = P00 = β̄(η∗0η1 − ξ∗0ξ1) = 0 and βP10 + β̄P01 = η∗1η1 − ξ∗1ξ1 = 1. (11.12)

Thus, if P is positive semidefinite, the first relation in (11.12) implies P10 = P01 = 0,
which contradicts the second equality in (11.12).

However, in conclusion, we mention the following analogue of Theorem 11.2,
which is applicable in the degenerate case.

Theorem 11.3. Given matrix N of the form (9.1), the Stein equation (8.4) has
a positive semidefinite solution P if and only if:

(1) The matrices C1 and C2 are subject to (9.17).
(2) The matrix Π bm defined by (11.10) is positive semidefinite.
(3) The matrices Pkℓ defined by (11.3) for 0 ≤ ℓ+ k ≤ m− 1, are subject to

Ker Πj ⊆ Ker (Pm−j−1,0, Pm−j−1,1, . . . , Pm−j−1,j) (j = 0, . . . ,m− m̂− 2),

where Πj is the submatrix of P defined in (11.11) and m̂ is the integer
given in (11.7).

The necessity part is clear and follows from the nonnegativity of a solution P
of the Stein equation (8.4). Conversely, if conditions (1)–(3) are fulfilled, a positive
semidefinite solution P of (8.4) may be constructed recursively, as in the proof of
Theorem 11.2.
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12. A Carathéodory-Fejér boundary problem

This section is devoted to a Carathéodory-Fejér boundary problem that we shall

refer to as the ĈFBP. It is formulated below in terms of the matrix polynomials

Aℓ(z) =

ℓ∑

j=0

(z − β)jξ∗j and Bℓ(z) =

ℓ∑

j=0

(z − β)jη∗j (ℓ = 0, . . . ,m) (12.1)

based on the components of the matrices C1 and C2 (the first of which were defined
in terms of C1 in (9.44)) and the r × r entries

Lmℓ(z, ω) =
1

(m!)2
∂2m

∂zm∂ω̄m

(
Am(z)Λω(z)Aℓ(ω)∗(ω̄ − β̄)m−ℓ

)
(12.2)

in the bottom block row of the kernel Lω(z) given in (9.10).

The ĈFBP: Given ξ0, . . . , ξm ∈ Cp×r, η0, . . . , ηm ∈ Cq×r, α0, . . . , αm ∈ Cr×r

and a point β ∈ T, find necessary and sufficient conditions for the existence of a
Schur function S ∈ Sp×q such that:

∠ lim
z→β

(z − β)−m {Am(z)S(z) − Bm(z)} = 0, (12.3)

∠ lim
z,ω→β

Lmℓ(z, ω) = αℓ (0 ≤ ℓ < m), (12.4)

and the nontangential limit ∠ limz,ω→β Lmm(z, w) exists and meets the constraint

∠ lim
z,ω→β

Lmm(z, ω) ≤ αm. (12.5)

Remark 12.1. By Lemma 7.8, condition (12.3) is equivalent to

1

ℓ!
∠ lim

z→β

dℓ

dzℓ
(Am(z)S(z)) = η∗ℓ (ℓ = 0, . . . ,m). (12.6)

Moreover, condition (12.3) also is clearly equivalent to the set of conditions

∠ lim
z→β

(z − β)−ℓ {Aℓ(z)S(z) − Bℓ(z)} = 0 (ℓ = 0, . . . ,m). (12.7)

Our next objective is to identify the ĈFBP with an appropriately defined

âBIP. The following preliminary result will be useful.

Theorem 12.2. Let N and C be as in (9.1) and (9.2), respectively, let P be a
positive semidefinite solution of the Stein equation (8.4) and let S belong to Sp×q.
Then the following statements are equivalent:

(1) S belongs to Ŝ(In, N, P, C).
(2) The nontangential limit (9.13) exists and the value PL of this limit is

subject to the bounds 0 ≤ PL ≤ P .

Proof. Let S be a solution of âBIP(In, N, P, C). Then the functions B and

B̃ defined by (1.13) and (1.14) belong to H
p×n
2 and H

n×q
2 , respectively, and hence

(9.15) and (9.16) hold by the proof of Step 2 of Theorem 9.1.
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Furthermore, since S ∈ Ŝ(In, N, P, C), the function W(z) defined by (3.12)
belongs to the Carathéodory class Cn×n and takes the value 1

2
P at the origin.

Therefore, it admits a Riesz–Herglotz representation of the form (8.17) and

P = 2W(0) =
1

π

∫ 2π

0

dσ(t). (12.8)

The mvf W (z) defined by (3.10) satisfies

W (z) =
W(z) − 1

2
P

z
=

W(z) − W(0)

z

and hence, in view of Lemma 7.2,

∠ lim
z→β

(
(z − β)m+1W (z)

)(m)
= −

m!

π
σ({t0}) (β = eit0). (12.9)

It follows from (3.10) and (9.7) that

(z − β)m+1W (z) = −H̃(z)P + H̃(z)C∗
1 (C1 − S(z)C2)G(z)−1.

Upon substituting the latter relation into (12.9) and making use of (9.11) and the
first equality in (9.9), we get

−m!P +m! ∠ lim
z→β

V(z) = −
m!

π
σ({t0}),

which implies that the limit in (9.18) exists and defines a Hermitian matrix PV

that is subject to the inequality PV ≤ P , since σ({t0}) ≥ 0. Moreover, in view of
(12.8),

PV =
1

π

(∫ 2π

0

dσ(t) − σ({t0})

)
≥ 0.

Since relations (9.15), (9.16) and (9.18) are in force, the nontangential limit PL

defined by (9.13) exists and PL = PV = PS , by Theorem 9.8.

Conversely, if (2) is in force, then Theorem 9.1 is applicable and guarantees
that PS = PL. Therefore, PS ≤ P and hence, by Lemma 1.3, S belongs to

Ŝ(In, N, P, C). �

Some necessary conditions for the ĈFBP to be solvable are given in the next
theorem.

Theorem 12.3. Let S be a solution of the ĈFBP and let N , C1 and C2 be the
matrices defined in (9.1) and (9.2). Then:

(1) C1 and C2 are subject to (9.17).
(2) The solution P of the Stein equation (8.4) that is uniquely specified by its

lowest block row

L := (0, . . . , 0, Ir)P = (α0, . . . , αm) , (12.10)

is positive semidefinite.

(3) S is a solution of the âBIP(In, N, P, C).

We remark that condition (1) implies that the Stein equation (8.4) is solvable
and hence, by Corollary 10.7, there exists a unique solution P for every specification
of the bottom block row.
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Proof of Theorem 12.3: By assumption, S meets conditions (12.3)–(12.5).
Therefore, Theorem 9.1 guarantees that the nontangential limit (9.13) exists, that
its value PL = PS is a positive semidefinite solution of the Stein equation (8.4)
and that C1 and C2 meet the condition (9.17). Thus, by Corollary 10.7, there
is a unique solution P of the Stein equation (8.4) which meets condition (12.10).
Moreover, since

(PL)mm ≤ αm = Pmm and (PL)mj = αj = Pmj (j = 0, . . . ,m− 1), (12.11)

it follows from Corollary 10.7 that

(PL)ij = Pij for (i, j) 6= (m,m) and (PL)mm ≤ Pmm. (12.12)

Therefore, 0 ≤ PL ≤ P and hence, S ∈ Ŝ(In, N, P, C) by Theorem 12.2. �

The first two statements of the last theorem exhibit necessary conditions for

the ĈFBP to be solvable. The next theorem shows that these conditions are also
sufficient. In fact, in view of Theorem 10.5, it is not necessary to assume both of
these conditions, since the second automatically implies the first.

Theorem 12.4. Let ξj ∈ Cp×r, ηj ∈ Cq×r and αj ∈ Cr×r be given for j =
0, . . . ,m, let β ∈ T, let N be of the form (9.1), let C1 and C2 be partitioned as in
(9.2) and suppose that there exists a positive semidefinite solution P of the Stein
equation (8.4) with

Pmj = αj , j = 0, . . . ,m.

Then the ĈFBP and the âBIP(In, N, P, C) are equivalent (i.e., they have the
same set of solutions).

Proof. It was shown in the previous theorem that every solution of the ĈFBP

is a solution of the âBIP(In, N, P, C).

Conversely, if S ∈ Ŝ(In, N, P, C), then, by Theorem 12.2, the nontangential
limit (9.13) exists and its value PL is subject to the constraints 0 ≤ PL ≤ P .
Moreover, by Theorem 9.1, PL satisfies the Stein equation (8.4) and hence, by
Corollary 10.8,

∠ lim
z,ω→β

Lmj(z, ω) = (PL)mj = Pmj = αj

for j = 0, . . . ,m− 1, and

∠ lim
z,ω→β

Lmm(z, ω) = (PL)mm ≤ Pmm = αm.

Thus, S satisfies the conditions (12.4) and (12.5) Finally, since Theorem 9.1 also
guarantees the existence of the limit (9.15), which is equivalent to (12.3), S is a

solution of the ĈFBP. �

The next lemma helps to clarify the interpolation meaning of the matrices
α0, . . . , αm.

Lemma 12.5. Let N and C be as in (9.1) and (9.2) and let S ∈ Sp×q admit the
nontangential asymptotic expansion

2m+1∑

j=0

(z − β)jξ∗jS(z) −
2m+1∑

j=0

(z − β)jη∗j = o((z − β)2m+1), (12.13)



12. A CARATHÉODORY-FEJÉR BOUNDARY PROBLEM 83

in each Stoltz angle Uβ(φ) with half angle φ < π
2 for some choice of ξm+1, . . . , ξ2m+1 ∈

Cp×r and ηm+1, . . . , η2m+1 ∈ Cq×r and assume that (9.16) and (9.17) are in force.
Then:

(1) The nontangential limit (9.18) exists and its value PV is a solution of the
Stein equation (8.4) and is given by the formula

PV = H∗
ηDC2 − H∗

ξDC1, (12.14)

where the matrices Hξ, Hη, Cj and D are defined in formulas (10.28),
(10.29), (10.7) and (10.1), respectively.

(2) If moreover, S ∈ Ŝ(In, N, P, C), where P is any positive semidefinite
solution of the Stein equation (8.4), then the nontangential limit (9.13)
exists and its value PL is equal to PV.

Proof. Upon reexpressing (12.13) in terms of the polynomials (12.1), we see
that

Bℓ(z) −Aℓ(z)S(z)

(z − β)ℓ+1
=

m∑

j=0

(z − β)jξ∗ℓ+j+1S(z) −
m∑

j=0

(z − β)jη∗ℓ+j+1 + o((z − β)m)

for ℓ = 0, . . . ,m. Therefore, by (9.5),

H(z)−1(C∗
2 − C∗

1S(z)) = −




A0(z)S(z) − B0(z)

(z − β)
...

Am(z)S(z) − Bm(z)

(z − β)m+1




=
m∑

j=0

(z − β)j







ξ∗j+1
...

ξ∗m+j+1


S(z) −




η∗j+1
...

η∗m+j+1





+ o((z − β)m).

Making use of (10.28), (10.29) and of the mvf

Xr(z) =




Ir
(z − β)Ir

...
(z − β)mIr


 ,

we may rewrite the last asymptotic equality as

H(z)−1(C∗
2 − C∗

1S(z)) = H∗
ξXp(z)S(z) − H∗

ηXq(z) + o((z − β)m), (12.15)

Next, since

lim
z→β

X(j)(z)

j!
= T ∗jE∗,
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Leibnitz’s rule and the formulas (9.29), (10.5) lead readily to the evaluation

∠ lim
z→β

1

m!

dm

dzm

(
Xp(z)S(z)C2G̃(z)

)
= ∠ lim

z→β

m∑

j=0

X
(j)
p (z)(S(z)C2G̃(z))(m−j)

j!(m− j)!

=

m∑

j=0

T ∗jE∗(−1)j+1C1(βT )jN−j−1

=

m∑

j=0

T ∗jE∗(−1)j+1E(βT )jN−j−1C1

= −DC1, (12.16)

where the passage to the last line uses the fact that N−j−1 is a polynomial in T .
Similarly, on account of (9.9), we have

∠ lim
z→β

1

m!

dm

dzm

(
Xq(z)C2G̃(z)

)
= ∠ lim

z→β

m∑

j=0

1

j!(m− j)!
X(j)

q (z)(C2G̃(z))(m−j)

=

m∑

j=0

T ∗jE∗(−1)j+1C2(βT )jN−j−1

=

m∑

j=0

T ∗jE∗(−1)j+1E(βT )jN−j−1C2

= −DC2. (12.17)

Now it follows readily from (12.15)–(12.17) by Lemma 7.8, that

∠ lim
z→β

1

m!

dm

dzm

(
H(z)−1(C∗

2 − C∗
1S(z))C2G̃(z)

)
= H∗

ηDC2 − H∗
ξDC1. (12.18)

Thus, as C1 and C2 are assumed to be subject to (9.17), Theorem 10.5 guarantees
that

dm

dzm

(
H̃(z) {C∗

1C1 − C∗
2C2}G(z)−1

)
= 0

and hence, that

dm

dzm

(
H̃(z)(C∗

2 − C∗
1S(z))C2G(z)−1

)
=

dm

dzm

(
H̃(z)C∗

1 (C1 − S(z)C2)G(z)−1
)
.

(12.19)
Formula (12.14) now follows directly from the definition of PV and the formulas
(12.18) and (12.19).

Moreover, if S ∈ Ŝ(In, N, P, C), then the limit PL in (9.13) exists, by Theorem
12.2. Theorem 9.8 guarantees that PL = PV, which completes the proof of the
lemma. �
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Corollary 12.6. Let S be a solution of the ĈFBP that admits a nontangential
asymptotic expansion of the form (12.13). Then

(α0, . . . , αm−1) =
(
η∗m+1, . . . , η

∗
2m+1

)
D




η0 · · · ηm−1

0
. . .

...
...

. . . η0
0 · · · 0




−
(
ξ∗m+1, . . . , ξ

∗
2m+1

)
D




ξ0 · · · ξm−1

0
. . .

...
...

. . . ξ0
0 · · · 0




and

αm ≥
(
η∗m+1, . . . , η

∗
2m+1

)
D




ηm

...
η0


−

(
ξ∗m+1, . . . , ξ

∗
2m+1

)
D




ξm
...
ξ0


 .

Proof. Under the given assumptions, (9.16) and (9.17) are in force and PL =
PV, thanks to Theorem 9.1. Thus, the asserted identities follow easily from formulas
(12.4), (12.5) and (12.14) upon matching the bottom block rows in PL and PV. �

Corollary 12.7. Let N be as in (9.1), let

C =

(
C1

C2

)
=

(
ξ0 0 · · · 0
η0 η1 · · · ηm

)
,

let

ξ∗0S(z) −
2m+1∑

j=0

(z − β)jη∗j = o((z − β)2m+1) (as z → β nontangentially),

for some choice of ηm+1, . . . , η2m+1 ∈ Cq×r and assume that (9.17) is in force.
Then the nontangential limit (9.18) exists and its value PV is a solution of the
Stein equation (8.4) and is given by the formula

PV = H∗
ηDC2, (12.20)

where the matrices Hη, C2 and D are defined in formulas (10.29), (10.7) and (10.1),

respectively. Moreover, if S ∈ Ŝ(In, N, P, C), where P is any positive semidefinite
solution of the Stein equation (8.4), then the nontangential limit (9.13) exists and
its value PL is equal to PV.

Proof. The assumptions are the same as in the last lemma except that the
condition (9.16) has been dropped. However, in the proof of the last lemma, as-
sumption (9.16) only comes into play in the evaluation of H∗

ξXp(z)S(z). If, as in
the present setting, ξj = 0 for j = 1, . . . , 2m+1, then this assumption is not needed
because H∗

ξ = 0. Therefore, the conclusions of the last lemma are in force, with
H∗

ξ = 0. �
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In keeping with the preceding conventions, we shall let CFBP denote the
problem of finding all functions S ∈ Sp×q which satisfy conditions (12.3), (12.4)
and (12.5) with equality.

Theorem 12.8. Let T , C1 and C2 be the matrices defined in (9.3) and (9.2)
and let P be the solution of the Stein equation (8.4), that is uniquely specified by its
lowest block row via (12.10). Then the CFBP has a solution if and only if P ≥ 0
and

KerPT
⋂

KerC ⊆ KerP. (12.21)

Proof. To apply Theorem 6.1, we shall prove the equivalence of the CFBP

and the aBIP(In, N, P, C).

Let S be a solution of the CFBP. Then, by Theorem 12.3, (9.17) holds, P
is a positive semidefinite solution of the Stein equation (8.4) and S is a solution

of the âBIP(In, N, P, C). Therefore, Theorem 9.1 is applicable and hence the
nontangential limit PL in (9.13) exists and is equal to PS . In particular, since S is
a solution of the CFBP,

(PS)mm = (PL)mm = ∠ lim
z,ω→β

Lmm(z, ω) = αm.

By (12.10), Pmm = αm(= (PS)mm). Therefore, since P ≥ PS ≥ 0 and PS satisfies
the same Stein equation as P , Corollary 10.8 guarantees that PS = P . Therefore,
S is a solution of the aBIP(In, N, P, C).

Conversely, if P is a positive semidefinite solution of the Stein equation (8.4),
then the aBIP(In, N, P, C) is defined. If S ∈ S(In, N, P, C), then (PS)mm =
Pmm = αm and, by another application of Theorem 9.1,

∠ lim
z,ω→β

Lmm(z, ω) = (PL)mm = (PS)mm = αm.

Thus, S is a solution of the CFBP and, by Theorem 6.1, the aBIP(In, N, P, C)
is solvable if and only if P is a positive semidefinite solution of Stein equation (8.4)
and

KerP (In − βN)
⋂

KerC = KerP
⋂

KerPN
⋂

KerC,

since β is the only point at which G(z) is not invertible. But the last condition is
equivalent to (12.21), since In − βN = −βT . �

In conclusion we give an alternative condition to (12.21) for the CFBP to be
solvable which is in the spirit of Theorem 8.5. The proof is obtained by much the
same arguments and will be omitted.

Theorem 12.9. Let P be a positive semidefinite solution of the Stein equation
(8.4) with N specified by (9.1). Then:

(1) If P is minimal in the sense that P does not majorize any positive semi-
definite block diagonal matrix A of the form

A = diag{A0, . . . , Am} with Aj = 0r×r (j = 0, . . . ,m− 1) and A ∈ C
r×r,

then the CFBP is solvable and moreover, it is equivalent to the ĈFBP.
(2) If the CFBP is solvable and condition (8.23) holds, then P is minimal in

the sense described in the first part.
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There is an analogue of Lemma 8.6 in this setting too:

Lemma 12.10. Let p = q = 1 and let P be a positive semidefinite solution of
the Stein equation (8.4) based on the matrices N and C that are specified in (9.1)
and (9.2) with r = 1 and let ν be the integer defined in (8.23). Then:

(1) P is invertible if and only if ν = 0.
(2) P is singular if and only if ν = 1.

Proof. The general strategy of the proof is the same as the proof of Lemma
8.6. Indeed, it is readily seen that the main ingredient is to show that if ν = 0,
then KerP = {0}. To verify this claim, let x be a vector in KerP . Then, since
ν = 0 implies that

KerP = Ker (P + C∗
2C2) = Ker (N∗PN + C∗

1C1),

and since N = β̄In + T , it is readily seen that

Px = 0 =⇒ PTx = 0 and C1x = 0

and hence that PT jx = 0 and

C1T
jx = 0 for j = 0, 1, . . . ,m.

Therefore, since the pair (C1, T ) is observable, it follows that x = 0. �

13. The full matrix Carathéodory-Fejér boundary problem

In this section we apply the preceding analysis to the Carathéodory-Fejér full

matrix boundary problem (ĈFFP) for p × q matrix valued Schur functions with
p ≥ q.

The ĈFFP: Given a point β ∈ T, a p×q matrix ξ0 of rank q and q×q matrices
η0, . . . , η2m and γ2m+1, find all Schur functions S ∈ Sp×q such that

(1) The matrix valued function

F (z, w) =
∂2m

∂zm∂w̄m
ξ∗0

(
Ip − S(z)S(w)∗

1 − zw̄

)
ξ0

meets the uniform bound

‖F (z, z)‖ ≤ k <∞ (13.1)

in some nontangential neighborhood of β.
(2) The nontangential limit

η∗2m+1 := ∠ lim
z→β

(z − β)−(2m+1)
{
ξ∗0S(z) − η∗0 − . . .− (z − β)2mη∗2m

}
(13.2)

exists and satisfies the bound

(−1)mβ2m+1
(
γ∗2m+1 − η∗2m+1

)
η0 ≥ 0. (13.3)

If (13.2) is in effect, then, by Corollary 7.9, the boundary limits of the first
2m+ 1 derivatives of the function ξ∗0S(z) exist and satisfy

∠ lim
z→β

ξ∗0S
(j)(z)

j!
= η∗j for j = 0, . . . , 2m+ 1. (13.4)
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Our first main objective is to identify the ĈFFP with the âBIP(In, N, P, C) based
on a matrix P that will be defined below (see Theorem 13.3) and the matrices

N =




β̄Iq Iq

β̄Iq

. . .

. . . Iq

β̄Iq


 and C =

(
C1

C2

)
=

(
ξ0 0 · · · 0
η0 η1 · · · ηm

)
,

(13.5)
where ξ0 is a p× q matrix of rank q and ηj ∈ Cq×q for j = 0, . . . ,m. For this choice
of data, the pair (C,N) is clearly observable. A couple of remarks are in order.

Remark 13.1. A mvf S satisfies (13.2) if and only if it satisfies the nontangen-
tial asymptotic equality

ξ∗0S(z) = η∗0 + . . .+ (z − β)2mη∗2m + (z − β)2m+1η∗2m+1 + o
(
(z − β)2m+1

)
. (13.6)

Moreover, if (13.6) and (9.17) are in force, then the nontangential limit (9.18) in
the setting of (13.5) exists and its value PV is given by the formula

PV = H∗
ηDC2, (13.7)

where D, C2 and Hη are the matrices defined in (10.1), (10.7) and (10.29), respec-
tively.

Proof. The first statement is immediate from Corollary 7.9 applied to the
function ξ∗0S(z); the second follows from Corollary 12.7. �

Remark 13.2. Let N , C1, and C2 be the matrices defined in (13.5) and let
relation (9.17) be in force. Then

(1) The matrices η0 and C2 are invertible.
(2) The matrix PV of the form (13.7) satisfies the Stein equation (8.4) for

every choice of the block entries ηm+1, . . . , η2m+1 in Hη.

Proof. By Theorem 10.5, the identity (10.13) is in force. Thus, upon matching
the left hand bottom blocks in this identity, we obtain

βξ∗0ξ0 = βη∗0η0.

Therefore, since rank ξ0 = q and η0 ∈ Cq×q, it follows that η0 and C2 are invertible.

The second statement follows from Lemma 10.9 applied to the case ξj = 0 for
j = 1, . . . , 2m+ 1. �

Theorem 13.3. Let
P = HγDC2, (13.8)

where D and C2 are the matrices defined in (10.1) and (10.7), respectively, and

Hγ =




γ1 γ2 · · · γm+1

γ2 γ3 · · ·
...

...
... γ2m

γm+1 γm+2 · · · γ2m γ2m+1




with γj = ηj

for j = 1, . . . , 2m.
(13.9)

Then a mvf S ∈ Sp×q is a solution of the ĈFFP if and only if the matrix P is a
positive semidefinite solution of the Stein equation (8.4) and S is is a solution of

the âBIP(In, N, P, C) based on the matrices defined in (13.8) and (13.5).
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Proof. Suppose first that S is a solution of the ĈFFP and let P , N , C1

and C2 be the matrices defined in (13.8) and (13.5). Then, since Am(z) = ξ∗0 in
the present setting, it is readily seen with the help of formula (9.46) that condition
(13.1) coincides with condition (9.14) and hence that all the conclusions of Theorem
9.1 are valid. In particular, C1 and C2 satisfy relation (9.17), the nontangential
limits (9.18) for PV and (9.13) for PL exist and PV = PL = PS is a positive
semidefinite solution of the Stein equation (8.4). Moreover, by Remark 13.1,

PS = PL = PV = H∗
ηDC2. (13.10)

Next, comparing formulas (13.8) and (13.10), we see that

P − PS =




0 · · · 0 0
...

...
...

0 · · · 0 0
0 · · · 0 γ∗2m+1 − η∗2m+1


DC2

and consequently, as D and C2 are both block upper triangular and the lower right
hand block entry of DC2 is equal to (−1)mβ2m+1η0, that

(P − PS)ij =

{
0 if (i, j) 6= (m,m),

(−1)mβ2m+1(γ∗2m+1 − η∗2m+1)η0 if (i, j) = (m,m).
(13.11)

Thus, in view of (13.3), PS ≤ P and hence, by Corollary 10.8, P is also a positive
semidefinite solution of the same Stein equation. By Corollary 1.4, S is a solution

of the âBIP(In, N, P, C), as claimed.

To prove the opposite implication, assume that the matrix P given in (13.8) is
a positive semidefinite solution of the Stein equation (8.4) and that S is a solution

of the âBIP(In, N, P, C). Then, since (9.17) and (10.13) hold by Theorem 10.5,
η0 and C2 are invertible by Remark 13.2.

Next, from the arguments used to prove Theorem 12.2, it follows that the mvf

W (z) = H(z)−1
{
C∗

1 (C1 − S(z)C2)G(z)−1 − P
}

(13.12)

admits a representation of the form

W (z) =
1

π

∫ 2π

0

dσ(t)

eit − z

for some finite positive semidefinite n×n matrix measure σ(t) on [0, 2π) and hence,
by Lemma 7.2, that

∠ lim
z→β

(z − β)W (z) = −
1

π
σ({t0}) (β = eit0). (13.13)

Upon making use of relations (10.10) and formula (13.8) for P , we may rewrite
(13.12) as

W (z) = H(z)−1 {C∗
1S(z)E(z)DC2 − C∗

1E(z)DC1 −HηDC2} .
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Moreover, since C1 = ξ0E and C∗
1 = UC∗

1U in the present setting, it is readily
seen with the help of (10.13) that

C∗
1E(z)DC1 = E∗ξ∗0E(z)DC1

= E∗E(z)C∗
1DC1

= E∗E(z)UC∗
1UDC1

= E∗E(z)UC∗
2UDC2

and therefore, that

W (z) = H(z)−1 {C∗
1S(z)E(z) − E∗E(z)UC∗

2U − Hγ}DC2.

Since the matrix DC2 is invertible, it follows by (13.13), that the nontangential
limit

Γ := ∠ lim
z→β

(z − β)W (z)(DC2)
−1

= ∠ lim
z→β

(z − β)H(z)−1 {C∗
1S(z)E(z) − E∗E(z)UC∗

2U − Hγ} (13.14)

exists and is equal to

Γ = −
1

π
σ({t0}) (DC2)

−1
.

Upon invoking the block decompositions of the entries in (13.14), it is easily seen
that the bottom right hand q × q block of the function (z − β)W (z)(DC2)

−1 is
equal to

ξ∗0S(z) − η∗0 − (z − β)η∗1 − . . .− (z − β)2mη∗2m − (z − β)2m+1γ∗2m+1

(z − β)2m+1

and, by the preceding analysis, that it converges to the bottom right hand q × q
block of the matrix Γ as z tends to β nontangentially:

(Γ)mm = ∠ lim
z→β

(z − β)−2m−1



ξ

∗
0S(z) −

2m∑

j=0

(z − β)jη∗j − (z − β)2m+1γ∗2m+1



 .

The latter equality implies that ∠ lim
z→β

ξ∗0S
(j)(z)

j!
exists for j = 0, . . . , 2m + 1 and

that

∠ lim
z→β

ξ∗0S
(j)(z)

j!
= η∗j for j = 0, . . . , 2m.

It does not yield any information about the value of the last limit for j = 2m+ 1.
However, in keeping with the preceding notation, we shall set

η∗2m+1 = ∠ lim
z→β

ξ∗0S
(2m+1)(z)

(2m+ 1)!
.

Then, by Corollary 7.9, the nontangential limit (13.2) exists and hence, by Remark
13.1, the nontangential limit (9.18) in the setting of (13.5) exists and its value PV

is given by the formula (13.7). Since S is a solution of the âBIP(In, N, P, C),
the second statement in Lemma 12.5 guarantees that the nontangential limit (9.13)
exists and is equal to PL = PS = PV = H∗

ηDC2. Thus, the nontangential limit

∠ lim
z,ω→β

Lmm(z, ω) = (PL)mm
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of the right bottom block entry of the kernel Lω(z) defined via (9.10) exists. There-
fore, since (m!)2Lmm(z, ω) = F (z, ω) in the present setting, the uniform bound
(13.1) follows.

By Theorem 12.2 we have PL ≤ P , which together with Corollary 10.8 imply
that the q × q blocks

(P − PL)ij =

{
0 if (i, j) 6= (m,m)

∆ ≥ 0 if (i, j) = (m,m).

Thus, on account of (13.8) and the block upper triangular structure of DC2,
(
H∗

γ − H∗
η

)
ij

=
(
(P − PL) (DC2)

−1
)

ij

=

{
0 if (i, j) 6= (m,m),

(−1)mβ̄2m+1∆η−1
0 if (i, j) = (m,m).

In particular,
γ∗2m+1 − η∗2m+1 = (−1)mβ̄2m+1∆η−1

0 ,

which leads easily to (13.3). �

As a simple consequence of Theorem 13.3 we obtain necessary and sufficient

conditions for the ĈFBP to have a solution.

Theorem 13.4. The ĈFFP has a solution if and only if the matrix P defined
in (13.8) is a positive semidefinite solution of the Stein equation (8.4):

P ≥ 0 and P −N∗PN = C1C
∗
1 − C2C

∗
2 . (13.15)

Moreover, if these conditions are met, then Theorem 5.9 provides a description of

the set of all solutions of the ĈFFP in terms of a linear fractional transformation
with coefficients expressed explicitly in terms of the interpolation data.

Proof. The necessity part was proved in Theorem 13.3. Conversely, if P

is a positive semidefinite solution of the Stein equation (8.4), then the ĈFFP is

equivalent to the âBIP(In, N, P, C), which has a solution, by Theorem 5.9. �

Example 13.5. The choice p = q = 1, m = 2, β = 1, ξ0 = η0 = η1 = 1,
η2 = η3 = η4 = 0 and γ5 = δ > 0 in formula (13.8) leads to a positive semidefinite
singular solution of the Stein equation (8.4):

P =




1 0 0
0 0 0
0 0 γ


 .

For this choice of data, the matrices defined in (5.14) and (5.16) are readily seen to
be equal to

W1 =




1 0 0
0 0 0

0 0 δ1/2

1 1 0


 , W2 =




1 1 0
0 0 0

0 0 δ1/2

1 0 0


 , X =




0
1
0


 , Y1 = Y2 =




0
0
0




and Z1 = Z2 = 0. Correspondingly, Q = I3 and

∆
[−1]
0 (z) =




1 z − 1 0
−1 2 − z 0
0 0 {(1 − z)δ}−1


 .
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Thus, formula (5.17) for the set of all solutions to this problem reduces to the single
solution S(z) = Ψ12(z) = z.

We remark that if the ĈFBP of Section 12 is specialized to the setting of
(13.5), then, since the polynomial Aℓ(z) = ξ∗0 for ℓ = 0, . . . ,m, the interpolation
conditions (12.3)–(12.5) can be reexpressed as:

∠ lim
z→β

(z − β)−m {ξ∗0S(z) − η∗0 − (z − β)η∗1 − · · · − (z − β)mη∗m} = 0. (13.16)

1

(m!)2
∠ lim

z,ω→β

∂2m

∂zm∂ω̄m

(
ξ∗0Λω(z)ξ0(ω̄ − β̄)m−ℓ

)
= αℓ (0 ≤ ℓ < m). (13.17)

1

(m!)2
∠ lim

z,ω→β

∂2m

∂zm∂ω̄m
ξ∗0Λω(z)ξ0 exists and is ≤ αm. (13.18)

The connection between the data η0, . . . , ηm and α0, . . . , αm for the problem ĈFBP

and the data η0, . . . , η2m and γ2m+1 for the problem ĈFFP is clarified by Corollary
12.6, which, in the setting of (13.5), states that

(α0, . . . , αm) =
(
η∗m+1, . . . , η

∗
2m, γ

∗
2m+1

)
DC2. (13.19)

If p ≥ q and rank ξ0 = q, then the ĈFFP is equivalent to the problem (13.16)–
(13.18), since by the preceding analysis, they are both equivalent to the same

âBIP(In, N, P, C) in the setting of (13.5). Moreover, since the matrix C2 is in-
vertible, the matrices ηm+1, . . . , η2m and γ2m+1 are uniquely determined via (13.19)

by α0, . . . , αm, and vice versa. If p < q, one can still formulate the ĈFFP via (13.2)
and (13.3), but the resulting problem will be not equivalent to the problem (13.16)–

(13.18): every solution S of the ĈFFP will satisfy the conditions (13.16)–(13.18)
but not conversely.

We remark also that there exist solutions S of the ĈFFP for which equality
holds in (13.3) if and only if the matrix P defined in (13.8) is a positive semidef-
inite solution of the Stein equation (8.4) and the condition (12.21), based on the
matrices T and C defined in (9.3) and (13.5), is in force. Moreover, this problem,
which we shall refer to as the CFFP, has one solution if the integer ν defined by
formula (5.5) meets the condition ν = min(p, q) and it has infinitely many solu-
tions if ν < min(p, q). In particular, if P is positive definite, then the CFFP has
infinitely many solutions. The verification of these assertions is much the same as
the proof of Theorems 12.8 and 12.9. The strategy is to identify the CFFP with
the aBIP(In, N, P, C) that is formulated in terms of the matrices N , P and C
defined in (13.5) and (13.8). Note also that equality in (13.3) means that the limit
η∗j of (j!)−1ξ∗0S

(j)(z), as z tends to β nontangentially, is specified for j = 2m + 1
as well as for j = 0, . . . , 2m. In particular, η∗2m+1 is equal to the preassigned q × q
matrix γ∗2m+1 for every solution S of the CFFP.

If p = q, ξ0 = Iq and ηj = S∗
j for j = 0, . . . , 2m, then the ĈFFP reduces to:

The F̂P: Given a point β ∈ T and q × q matrices S0, . . . , S2m and γ, find all
Schur functions S ∈ Sq×q such that

(1) The matrix valued function

F (z, w) =
∂2m

∂zm∂w̄m

(
Iq − S(z)S(w)∗

1 − zw̄

)
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meets the uniform bound

‖F (z, z)‖ ≤ k <∞ (13.20)

in some nontangential neighborhood of β.
(2) The nontangential limit

S2m+1 := ∠ lim
z→β

(z − β)−(2m+1)
{
S(z) − S0 − . . .− S2m(z − β)2m

}
(13.21)

exists and satisfies the bound

(−1)mβ2m+1 (γ − S2m+1)S
∗
0 ≥ 0. (13.22)

In this setting, N is the same as in (13.5), whereas

C =

(
C1

C2

)
=

(
Iq 0 · · · 0
S∗

0 S∗
1 · · · S∗

m

)
. (13.23)

By Theorem 13.4, the F̂P has a solution if and only if the matrix

P =




S1 S2 · · · Sm+1

S2 S3 · · ·
...

...
... S2m

Sm+1 Sm+2 · · · S2m γ




D




S∗
0 S∗

1 · · · S∗
m

0 S0
. . .

...
...

. . . S∗
1

0 · · · 0 S∗
0




(13.24)

satisfies conditions (13.15).

In [40] I. Kovalishina considered another multiple boundary interpolation prob-
lem for q × q matrix valued Schur functions, which she termed the SK problem:

SK: Given a point β ∈ T and q×q matrices S0, . . . , S2m and γ with S0S
∗
0 = Iq,

find all Schur functions S ∈ Sq×q that meet the conditions (13.21) and (13.22).

Kovalishina asserted that the SK problem is solvable if and only if the matrix
P defined by (13.8) is a positive semidefinite solution of the Stein equation (8.4).
5 However, although these conditions are sufficient, they not necessary, as the
following extension of Example 9.9 illustrates.

Example 13.6. Let q = 1, m = 1, β = 1, S0 = 1, S1 = 1
2 , S2 = S3 = S4 = γ =

0, C1 = (1, 0, 0) and C2 = (1, 1
2 , 0). Then the function S(z) = (1 + z)/2 solves

the problem SK with this data, since the limit

S5 := lim
z→1

(z − 1)−5



S(z) −

4∑

j=0

(z − 1)jSj



 = 0

exists and satisfies the bound (13.3). However, the matrix

P = HγDC2 =




1
2 0 0
0 0 0
0 0 0






1 −1 1
0 −1 2
0 0 1






1 1
2 0

0 1 1
2

0 0 1


 =




1
2 − 1

4
1
4

0 0 0
0 0 0




5Kovalishina considered a functional identity (16) in [40] that turns out to be equivalent to
(8.4)
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is not positive semidefinite and does not satisfy the Stein equation (8.4). In fact,
since

C∗
1UDC1 =




0 0 1
0 −1 2
1 −1 1


 6=




0 0 1
0 −1 2
1 −1 5

4


 = C∗

2UDC2,

Theorem 10.5 implies that the Stein equation (8.4) does not have any solutions at
all for this choice of data.

In [40], Kovalishina also presented a parametrization of the set of all “solu-
tions” in terms of a linear fractional transformation under the assumption that the
associated Pick matrix P given by (13.24) is positive definite. The parametriza-
tion is of the form (5.3) with the free parameter E ∈ Sq×q . However, since every
function S of the form (5.3) satisfies (13.20) as well as the conditions (13.21) and

(13.22), the proposed parametrization describes the set of all solutions of the F̂P

formulated above, rather than the problem SK.

To prove the necessity of the conditions (13.15), Kovalishina assumed that

S(z)S(1/z̄)∗ = Iq (13.25)

in some neighborhood of β. Example 13.6 shows that this assumption is restrictive.
However, it suggests another modification of the problem SK:

SK′: Given a point β ∈ T and q× q matrices S0, . . . , S2m and γ, find all Schur
functions S ∈ Sq×q that meet conditions (13.21), (13.22) and (13.25).

The condition (13.20) sits between the conditions (1) of S0 being unitary and
(2) of S(z) being unitary on an open arc containing the point β: (2)=⇒ (13.20)
=⇒ (1). A bitangential version of the SK′ problem for rational generalized Schur
functions was considered in [13].

It turns out that conditions (13.15) for P defined by (13.24) are necessary and
sufficient for the problem SK′ to have a solution. The necessity was proved in [40].
Furthermore, if P is positive definite, then it is easily shown that formula (5.3)
parametrizes the set of all solutions of the problem SK′, as E varies over the class
of Sq×q functions satisfying

E(z)E(1/z̄)∗ = Iq

in some neighborhood of β. If P is positive semidefinite and satisfies (8.4), then,
using approximation arguments, one can easily show that the problem SK′ still has
a solution.

14. The lossless inverse scattering problem

Given S ∈ Sp×q, the lossless inverse scattering problem (LISP) is to find all
J–inner mvf’s Θ which are analytic in D such that

(Ip, −S(z))Θ(z)JΘ(z)∗
(

Ip
−S(z)∗

)
≥ 0 (|z| < 1). (14.1)

It is known that this inequality holds if and only if

S(z) = TΘ(E) := (θ11(z)E(z) + θ12(z)) (θ21(z)E(z) + θ22(z))
−1
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for some choice of E ∈ Sp×q . This representation exhibits S as the input scattering
matrix of a lossless network with chain scattering matrix Θ and load scattering
matrix E , which motivates the term LISP.

An explicit construction of all rational solutions of the LISP which are analytic
in D was given in [23, Section 8]. For additional information, references and other
directions, see [3] and [2]. In [23, Theorem 8.5] all elementary solutions of the
LISP with a simple pole at the boundary were constructed. In this section we
shall describe all the rational solutions of the LISP with an arbitrary number of
poles on the boundary, simple or not.

It is readily seen from (14.1) that for every solution Θ of the LISP and every
constant J–unitary matrix U , the function Θ(z)U is also a solution of the same
LISP. In particular, we may take U = Θ−1(µ) (where µ is an arbitrary point on
T at which Θ is analytic) and conclude that every solution Θ of the LISP can
be normalized by the condition (4.10). By Theorem 4.5, a J–inner rational mvf Θ
admits a realization (4.9) under the normalization condition (4.10). By assumption,
Θ has no poles off the unit circle; therefore, G(z) is invertible off the unit circle and
we may assume without loss of generality (see Lemma 2.11 and Remark 2.12) that
M is the identity matrix and

N = N1 ⊕ · · · ⊕Nk, where Nj =




β̄j 1

β̄j

. . .

. . . 1
β̄j


 ∈ C

(mj+1)×(mj+1),

(14.2)
where βj ∈ T and m1 + . . . + mk + k = n. Here, and in what follows, we let
Z = Z1 ⊕ · · · ⊕ Zk denote the block diagonal matrix with matrices Z1, . . . , Zk on
the main diagonal. Then, in accordance with (1.4) and (1.12),

G(z) = In − zN = G1(z) ⊕ · · · ⊕Gk(z) (14.3)

and

H(z) = zIn −N∗ = H1(z) ⊕ · · · ⊕Hk(z), (14.4)

where

Gj(z) = Imj+1 − zNj and Hj(z) = zImj+1 −N∗
j .

Following [23, Section 8], we shall say that a solution Θ of the form

Θ(z) = Ip+q − ρµ(z)

(
C1

C2

)
G(z)−1P−1G(µ)−∗ (C∗

1 , C
∗
2 )J (14.5)

of the LISP is an elementary (C1, N) solution. This means in particular, that

span {(Ip, 0)f : f ∈ H(Θ)} =
{
C1(In − zN)−1x : x ∈ C

n
}
. (14.6)

There is a converse:

Lemma 14.1. Let Θ(z) be a rational J-inner mvf of McMillan degree n and
let (C1, N) be an observable pair. Then (14.6) holds if and only if Θ(z) can be
expressed in the form (14.5) for some C2 ∈ Cq×n and some solution P > 0 of the
Stein equation (8.4).
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Proof. Let Θ be a rational J–inner mvf of McMillan degree n. By Theorem
4.5, it admits a representation of the form

Θ(z) = Ip+q − ρµ(z)

(
C̃1

C̃2

)
(M̃ − zÑ)−1P̃−1(M̃ − µÑ)−∗

(
C̃∗

1 , C̃
∗
2

)
J, (14.7)

where det (M̃ − zÑ) 6≡ 0, the columns of

(
C̃1

C̃2

)
(M̃ − zÑ)−1 are linearly inde-

pendent and P̃ > 0 is a solution of the Stein equation

M̃∗P̃ M̃ − Ñ∗P̃ Ñ = C̃∗
1 C̃1 − C̃∗

2 C̃2. (14.8)

Consequently,

H(Θ) =

{(
C̃1

C̃2

)
(M̃ − zÑ)−1x : x ∈ C

n

}
,

and the equality (14.6) implies that
{
C̃1(M̃ − zÑ)−1x : x ∈ C

n
}

=
{
C1(In − zN)−1x : x ∈ C

n
}
.

Therefore, there exists an n× n invertible matrix V such that

C̃1(M̃ − zÑ)−1 = C1(In − zN)−1V. (14.9)

This implies in particular that the mvf C̃1(M̃−zÑ)−1 is analytic at zero and hence

that M̃ is invertible (see e.g., [25, Section 3]). Thus, without loss of generality, we

can in fact assume that M̃ = In and hence (upon setting z = 0 in (14.9)) that

C̃1 = C1V. (14.10)

Then, by applying the backward shift operator R0 to the identity (14.9), we obtain

C1(In − zN)−1NV = C̃1(In − zÑ)−1Ñ = C1(In − zN)−1V Ñ.

Therefore, since (C1, N) is an observable pair,

NV = V Ñ. (14.11)

The rest is straightforward: setting

C2 = C̃2V
−1 and P = V −∗P̃V −1

and taking (14.10) and (14.11) into account, we conclude that the formulas (14.7)
and (14.5) are equivalent. Moreover, upon multiplying (14.8) by V −1 on the right
and by V −∗ on the left, we conclude that P satisfies the Stein equation (8.4). �

To establish necessary and sufficient conditions for the LISP to have a solution,
we first need to extend Theorem 9.1 to the case of several boundary points.

Let N be decomposed as in (14.2), let

G̃j(z) = (z − βj)
mj+1G−1

j (z) and H̃j(z) = (z − βj)
mj+1H−1

j (z) (14.12)

for j = 1, . . . , k and let

G̃(z) = G̃1(z) ⊕ · · · ⊕ G̃k(z) and H̃(z) = H̃1(z) ⊕ · · · ⊕ H̃k(z). (14.13)
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Furthermore, let C be decomposed conformally with (14.2) as

C =

(
C1

C2

)
=

(
C11 · · · C1k

C21 · · · C2k

)
, (14.14)

where

(
C1j

C2j

)
=

(
ξj0 · · · ξj,mj

ηj0 · · · ηj,mj

)
. (14.15)

Next, we introduce the kernel L(z, ω) with jℓ-th block entry

Ljℓ(z, ω) =
1

mj !mℓ!

∂mj+mℓ

∂zmj∂ω̄mℓ

(
H̃j(z)C

∗
1jΛω(z)C1ℓH̃ℓ(ω)∗

)
(j, ℓ = 1, . . . , k)

(14.16)
and the mvf V(z) with jℓ-th block entry

Vjℓ(z) =
1

mj !

dmj

dzmj

(
H̃j(z)C

∗
1j (C1ℓ − S(z)C2ℓ)G

−1
ℓ (z)

)
. (14.17)

The kernel L(z, ω) is positive on D × D, by Proposition 2.4, and the bottom right
hand corner (Ljj)mjmj

(z, ω) of Ljj(z, ω) is equal to

(Ljj)mjmj
(z, ω) =

1

(mj !)2
∂2mj

∂zmj∂ω̄mj

(
aj(z)C

∗
1jΛω(z)C1jaj(ω)∗

)
(j = 1, . . . , k),

where the

aj(z) =

mj∑

i=0

ξ∗ji (z − βj)
i, j = 1, . . . , k, (14.18)

are 1 × p vector polynomials of degree mj that correspond to the Jordan cells in
the decomposition (14.2).

Theorem 14.2. Let S ∈ Sp×q, let C1j ∈ Cp×(mj+1), let H̃j(z), G̃j(z) and
L(z, ω) be defined via (14.12) and (14.16), respectively, and suppose that

∥∥(Ljj)mjmj
(z, z)

∥∥ < κ <∞ (14.19)



98 ON BOUNDARY INTERPOLATION

for every point z in a nontangential neighborhood Uβj
of βj, for j = 1, . . . , k. Then:

(1) ∠ lim
z→βj

1

mj !

dmj

dzmj

(
H̃j(z)C

∗
1jS(z)

)
= C∗

2j (j = 1, . . . , k). (14.20)

(2) ∠ lim
z→βj

1

mj !

dmj

dzmj

(
S(z)C2jG̃j(z)

)
= −C1jN

−1
j (j = 1, . . . , k). (14.21)

(3) The nontangential limits

[PV]jℓ := ∠ lim
z→βj

Vjℓ(z) (14.22)

and

[PL]jℓ := ∠ lim
z → βj

ω → βℓ

Ljℓ(z, ω) (14.23)

exist for j, ℓ = 1, . . . , k and are equal. Moreover,

PV = PL = PS , (14.24)

where PV = ([PV]jℓ)
k
j,ℓ=1, PL = ([PL]jℓ)

k
j,ℓ=1 and PS is the matrix

associated with S via (1.10).

(4) The columns of the p× n mvf B(z) = (C1 − S(z)C2)G(z)−1 (based on

the matrices C1 and C2 that are defined in (14.14) and (14.15)) belong to.

H(S). Moreover,

〈Bu, Bv〉H(S) = v∗PSu (14.25)

for every choice of vectors u and v in Cn. In particular, B ∈ H
p×n
2 .

(5) The function B̃(ζ) = H(ζ)−1 (C∗
2 − C∗

1S(ζ)) belongs to H
n×q
2 .

Proof. By Theorem 9.1, the uniform estimates (14.19) imply that the norms
of the diagonal blocks of the kernel L(z, ω) defined via (14.16) are subject to the
uniform bound

‖Ljj(z, ω)‖ < κ <∞ in Uβj
× Uβj

(j = 1, . . . , k)

and that (14.20) and (14.21) hold; the limits (14.20) serve to define the matrix
C2 = (C21, . . . , Ck1).

Theorem 9.1 also guarantees that the mvf’s

B̃j(ζ) := Hj(ζ)
−1
(
C∗

2j − C∗
1jS(ζ)

)
(j = 1, . . . , k) (14.26)

belong to H
(mj+1)×q
2 , which yields (5), since

B̃(ζ) = col
(
B̃1(ζ), . . . , B̃k(ζ)

)
.

Next, the columns of the mvf’s

Bz,j(ζ) =
1

mj !

∂mj

∂z̄mj

(
Λz(ζ)C1jH̃j(z)

∗
)

(j = 1, . . . , k) (14.27)

belong to H(S), since Λz(ζ) is the reproducing kernel of H(S), and

∠ lim
z→βj

Bz,j(ζ) = (Ip, −S(ζ))CjGj(ζ)
−1, (14.28)
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by Lemma 9.6. Moreover, by assertion (e) of Theorem 9.1, the columns of the mvf’s

Bj(ζ) := (Ip, −S(ζ))

(
C1j

C2j

)
Gj(ζ)

−1 (14.29)

belong to H(S), which yields the first half of (4), since

B(ζ) = (B1(ζ), . . . , Bk(ζ)) . (14.30)

The proof of (3) and the rest of (4) is broken into steps that are modeled on the
proof of Theorem 9.1.

Step 1. The nontangential limits (14.22) exist and the matrix PV defined in
(14.24) is positive semidefinite.

Proof of Step 1: First we note that the existence of the limits (14.22) for
j = ℓ is immediate from Theorem 9.1. Furthermore, in view of (9.49) the bounds

‖Bz,jx‖
2
H(S) < κj‖x‖

2 (κj <∞).

hold in a nontangential neighborhood Uβj
of βj for j = 1, . . . , k. Therefore, Bz,j

tends weakly to Bj(ζ) in H(S) as z → βj and hence

〈Bℓy, Bjx〉H(S) = ∠ lim
z→βj

〈Bℓy, Bz,jx〉H(S)

= ∠ lim
z→βj

1

mj !
〈Bℓy,

∂mj

∂z̄mj

(
ΛzC1jH̃j(z)

∗
)
x〉H(S)

= ∠ lim
z→βj

1

mj !

dmj

dzmj

(
x∗H̃j(z)C

∗
1jBℓ(z)y

)

= ∠ lim
z→βj

1

mj !

dmj

dzmj

(
x∗H̃j(z)C

∗
1j (C1ℓ − S(z)C2ℓ)G

−1
ℓ (z)y

)

= ∠ lim
z→βj

x∗Vjℓ(z)y (14.31)

for every choice of vectors x ∈ Cmj and y ∈ Cmℓ . This implies that the limits (14.22)
all exist and that the full matrix PV defined in (14.24) is positive semidefinite.

Step 2. The integral (1.11) converges to a matrix PS which is equal to PL.

Proof of Step 2: Since the kernel L(z, ω) is positive, its off diagonal blocks
Ljℓ(z, ω) also are uniformly bounded in norm in Uβj

× Uβℓ
. Thus, there exist k

sequences {α1i}, . . . , {αki} of points αji ∈ Uβj
tending to βj such that the limits

∠ lim
αji → βj

αℓi → βℓ

Ljℓ(αji, αℓi) =: (PL)jℓ ∈ C
mj×mℓ (j, ℓ = 1, . . . , k) (14.32)

all exist. Setting

ẑ = (z1, . . . , zk) ∈ D
k, ω̂ = (ω1, . . . , ωk) ∈ D

k, β̂ = (β1, . . . , βk) ∈ T
k

and
α̂i = (αi1, . . . , αik) ∈ Ubβ := Uβ1

× · · · × Uβk
,

we introduce the matrix

Lbz,bω = (Ljℓ(zj , ωℓ))
k
j,ℓ=1 . (14.33)

Then the equalities (14.32) can be written in the form

PL = lim
bαi→bβ

Lbαi,bαi
. (14.34)
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Let us consider the mvf

Ψbz(ζ) = (Ψz1,1(ζ), . . . , Ψzk,k(ζ)) , (14.35)

where

Ψz,j(ζ) =
1

mj !

∂mj

∂z̄mj

((
Ip

S(z)∗

)
C1jH̃j(z)

∗

ρz(ζ)

)
. (14.36)

Since the limits (14.20) exist, Lemma 9.5 guarantees that

∠ lim
z→βj

Ψz,j(ζ) =

(
C1j

C2j

)
Gj(ζ)

−1 for j = 1, . . . , k (14.37)

and therefore, in view of the decompositions (14.3), (14.14) and (14.35), that

∠ lim
bz→bβ

Ψbz(ζ) =

(
C1

C2

)
G(ζ)−1.

Moreover, in view of Lemma 9.6 and formulas (14.16) and (14.36),

Ljℓ(z, ω) = [Ψω,ℓ, Ψz,j ]S ,

and hence,
Lbαi,bαi

= [Ψbαi
, Ψbαi

]S .

Furthermore, invoking Fatou’s lemma, just as in (9.54), we obtain the bound

PS :=

[(
C1

C2

)
G(ζ)−1,

(
C1

C2

)
G(ζ)−1

]

S

=
1

2π

∫ 2π

0

lim
bαi→bβ

Ψbαi
(eit)∗

(
Ip −S(eit)

−S(eit)∗ Iq

)
Ψbαi

(eit)dt

≤ lim
bαi→bβ

1

2π

∫ 2π

0

Ψbαi
(eit)∗

(
Ip −S(eit)

−S(eit)∗ Iq

)
Ψbαi

(eit)dt

= lim
bαi→bβ

[Ψbαi
, Ψbαi

]S = lim
bαi→bβ

L̂bαi,bαi
= PL. (14.38)

Therefore, since

(PL)jj = (PV)jj = (PS)jj for j = 1, . . . , k, (14.39)

by Theorem 9.1, it follows that PL = PS .

Step 3. The nontangential limit (14.23) exists and (14.24) and (14.25) are in
force.

Proof of Step 3: By Step 2, the integral (1.11) converges to a matrix PS and
therefore, S is a solution of the aBIP(In, N, PS , C). By Theorem 3.8, the corre-
sponding mvf W defined by (3.12) belongs to the Carathéodory class Cn×n and, by
Lemma 3.7, the identity (3.13) holds (with M = In and P = PS). Comparing the
corresponding (mj + 1) × (mℓ + 1) block entries in (3.13) we get

C∗
1jΛω(z)C1ℓ =

Hj(z)
(
Wjℓ(z) + Wℓj(ω)∗ − B̃j(z)B̃ℓ(ω)∗

)
Hℓ(ω)∗

ρω(z)

+C∗
1jBℓ(z) +Bj(ω)∗C1ℓ − (PS)jℓ, (14.40)

where Bj(z) and B̃j(z) are defined in (14.29) and (14.26), respectively, and

Wjℓ(z) = − 1
2
Hj(z)

−1
(
N∗

j + zImj+1

)
(PS)jℓ + zHj(z)

−1C∗
1jBℓ(z)
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are the mj ×mℓ block entries from the block decomposition of the mvf W. Multi-

plying both sides of (14.40) by H̃j(z) on the left and by H̃ℓ(ω)∗ on the right (these

matrices are defined in (14.12)) and applying the operator
1

mj !mℓ!

∂mj+mℓ

∂zmj∂ω̄mℓ
to

both of sides of the resulting identity, we get (just as in (9.59))

Ljℓ(z, ω) = Kjℓ(z, ω) +
1

mj !

dmj

dzmj

(
H̃j(z)C

∗
1jBℓ(z)

)

+
1

mℓ!

dmℓ

dω̄mℓ

(
Bj(ω)∗C1ℓH̃ℓ(ω)∗

)
− (PS)jℓ , (14.41)

where

Kjℓ(z, ω) =
1

mj !mℓ!

∂mj+mℓ

∂zmj∂ω̄mℓ
((z − βj)

mj+1

×
Wjℓ(z) + Wℓj(ω)∗ − B̃j(z)B̃ℓ(ω)∗

ρω(z)
(ω̄ − β̄ℓ)

mℓ+1). (14.42)

Therefore, in view of Step 1,

(PL)jj = ∠ lim
z,ω→βj

Kjj(z, ω) + 2(PV)jj − (PS)jj (j = 1, . . . , k)

and hence, by (14.39),

∠ lim
z,ω→βj

Kjj(z, ω) = 0 for j = 1, . . . , k. (14.43)

By Theorem 3.8, the kernel

P + zW (z) + ω̄W (ω)∗ − B̃(z)B̃(ω)∗

ρω(z)
=

W(z) + W(ω)∗ − B̃(z)B̃(ω)∗

ρω(z)

is positive on D × D and therefore, by Proposition 2.4, the kernel

K(z, ω) = (Kjℓ(z, ω))
k
j,ℓ=1

defined in (14.42) is positive on D × D. Thus, (14.43) forces

∠ lim
z → βj

ω → βℓ

Kjℓ(z, ω) = 0 for j = 1, . . . , k. (14.44)

Consequently,

(PL)jℓ = ∠ lim
z → βj

ω → βℓ

Ljℓ(z, ω) = 2(PV)jℓ − (PS)jℓ (j, ℓ = 1, . . . , k),

which, with the help of Step 2, can be written in matrix form as

PL = 2PV − PS = 2PV − PL. (14.45)

Therefore, PL = PV = PS , which completes the proof of (3) and, with the help of
formula(14.31), also completes the proof of (4). �

The last theorem enables us to complete the proof of Lemma 3.5.

Proof of Lemma 3.5: In order to complete the proof, it suffices to show that

‖Bx‖2
H(S) = x∗PSx
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for every x ∈ Cn when S is a solution of the âBIP(In, N, P, C) and spec(N) ⊂ T.
But in this setting, condition (14.19) holds by Theorem 12.2. Thus, Theorem 14.2
is applicable and yields the desired equality via (14.25). �

The next theorem establishes necessary and sufficient conditions for S to admit
an elementary (C1, N) solution to the LISP.

Theorem 14.3. Let S ∈ Sp×q, let C1 ∈ Cp×n and N ∈ Cn×n be the matrices
specified in (14.2) and (14.14), respectively. Assume further that (C1, N) is an
observable pair, let C2 ∈ Cq×n and let P > 0 be a solution of the Stein equation
(8.4). Then the mvf Θ given by formulas (14.5) and (14.3) is an elementary (C1, N)
solution of the LISP if and only if:

(1) The limits PL and C2j (j = 1, . . . , k) in (14.23) and (14.20) exist.
(2) The parameters C2 and P in the definition of Θ meet the conditions

C2 = (C21, . . . , C2k) and P ≥ PL.

Proof. Let Θ be a solution of the LISP of the form (14.5). Then, since

S = TΘ(E) for some E ∈ Sp×q it is a solution of the âBIP(In, N, P, C), by
Theorem 5.3. Thus, in view of the block decompositions (14.2) and (14.14), S is also

a solution of the âBIP(Imj+1, Nj , Pjj , Dj) for j = 1, . . . , k, where Dj =

(
C1j

C2j

)
.

Replacing N , C and P in Theorem 12.2 by Nj , Dj and Pj , respectively, we conclude
that the nontangential limits (14.20) exist and serve to uniquely define the matrix
C2 = (C21, . . . , C2k). Moreover, by the same theorem, the nontangential limits

(PL)jj = ∠ lim
z,ω→βj

1

(mj !)2
∂2mj

∂zmj∂ω̄mj

(
H̃j(z)C

∗
1jΛω(z)C1jH̃j(ω)∗

)

exist for j = 1, . . . , k. But now as the lowest right hand entry of the matrix

H̃j(z)C
∗
1jΛω(z)C1jH̃j(ω)∗

is equal to aj(z)Λω(z)aj(ω)∗, by definitions (14.12), (9.5) and (14.18), this guaran-
tees that the nontangential limits

∠ lim
z,ω→βj

1

(mj !)2
∂2mj

∂zmj∂ω̄mj
(aj(z)Λω(z)aj(ω)∗)

exist for j = 1, . . . , k and hence also that the uniform bounds (14.19) are in force.
Thus, all the statements of Theorem 14.2 hold and, in particular, the limits (14.23)
exist for j, ℓ = 1, . . . , k and define the matrix PL.

Finally, PS ≤ P , since S is a solution of the âBIP(In, N, P, C) and PL = PS ,
by another application of Theorem 14.2. Thus, PL ≤ P .

Conversely let conditions (1) and (2) be in force. Then, just as above, we
conclude from the existence of PL that the uniform bounds (14.19) hold and there-
fore, by Theorem 14.2, that the integral (1.11) converges to a matrix PS , which is
equal to PL. By the second condition, PS = PL ≤ P , and therefore, S is a solu-

tion of the âBIP(In, N, P, C). By Theorem 5.3, S = TΘ(E) for some E ∈ Sp×q.
Consequently, Θ is a solution of the given LISP. �
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With the help of Theorem 14.2 it is readily checked that the limit PL exists if
and only if the uniform bound (14.19) holds and hence (by another application of
Theorem 14.2) that the existence of the limit PL guarantees the existence of the
limits C2j . Notice that although the block C2 in the definition of Θ is uniquely
defined by C1, N and S for solutions Θ of the LISP, there may be many solutions
P > 0 of the corresponding Stein equation (8.4). On the other hand, the mere
existence of the limit PL (and hence also the limits C2j) does not insure the existence
of a solution Θ of McMillan degree n to the LISP (even though PL is a positive
semidefinite solution of the Stein equation (8.4)) because there may not be any
solutions P > 0 of (8.4).
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