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NEVANLINNA–PICK INTERPOLATION: PICK MATRICES
HAVE BOUNDED NUMBER OF NEGATIVE EIGENVALUES

V. BOLOTNIKOV, A. KHEIFETS, AND L. RODMAN

(Communicated by Joseph A. Ball)

Abstract. The Nevanlinna–Pick interpolation problem is studied in the class
of functions defined on the unit disk without a discrete set, with the property
that all their Pick matrices have not more than a prescribed number of negative
eigenvalues. It is shown, in particular, that the degenerate problem always has
a unique solution, not necessarily meromorphic. A related extension problem
to a maximal function in the class is also studied.

1. Introduction

Let D be the open unit disk. We say that a set Λ ⊂ D is discrete (in D) if Λ is
at most countable, with accumulation points (if any) only on the boundary of D.
Throughout the paper, Dom (f) denotes the domain of definition of a function f .

Definition 1.1. Given a nonnegative integer κ, the class Sκ consists of (complex-
valued) functions f defined on Dom (f) = D \ Λ, where Λ = Λ(f) is a discrete set,
and such that all Pick matrices (which are clearly Hermitian)

(1.1) Pn(f ; z1, . . . , zn) :=

[
1− f(zi)f(zj)∗

1− ziz∗j

]n
j,i=1

, z1, . . . , zn ∈ D \ Λ,

have at most κ negative eigenvalues (counted with multiplicities), and at least one
such Pick matrix has exactly κ negative eigenvalues.

It is well known that every function f in S0 admits an extension to a Schur
function, i.e., a function that is analytic in D and maps D into the closed unit
disk. Here and elsewhere, we say that a function g is an extension of a function
f if Dom (g) ⊇ Dom (f) and g(z) = f(z) for every z ∈ Dom (f). Slightly abusing
notation, in the sequel we use S0 to denote the class of Schur functions.

Meromorphic functions in the class Sκ have been studied before in various con-
texts: spectral theory of unitary operators in Pontryagin spaces [14], model theory
[5], and factorizations [14]. Interpolation has been considered in the class of mero-
morphic functions in Sκ: Schur–Takagi problem [1], Nevanlinna-Pick problem [17],
[13], [8]. However, not all functions in Sκ are meromorphic. Non-meromorphic
functions in Sκ appear as almost multipliers (or pseudomultipliers) of the Hardy
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H2 space; see [4] for a general theory of pseudomultipliers in reproducing kernel
Hilbert spaces. Connections between the pseudomultiplier theory and the structure
of functions in the class Sκ (see, in particular, Theorem 1.3 below) were discussed
in detail in [10].

In what follows, we denote by Z(f) the zero set for f : Z(f) = {z ∈ Dom (f) :
f(z) = 0}. Recall that a (finite) Blaschke product is a rational function B(z) that
is analytic on D and unimodular on the unit circle T : |B(z)| = 1 for |z| = 1; the
degree of B(z) is the number of zeros (counted with multiplicities) of B(z) in D.

Definition 1.2. A function f is said to be a standard function if it has the form

(1.2) f(z) =


S(z)
B(z)

if z 6∈ W ∪ Z,
γj if z = zj ∈ Z,

for some complex numbers γ1, . . . , γ`, where:
(1) Z = {z1, . . . , z`} and W are disjoint finite sets in D;
(2) B(z) is a Blaschke product of degree q ≥ 0 and S(z) is a Schur function

with the zero sets Z(B) and Z(S), respectively, such that

W ⊆ Z(B) ⊆ W ∪Z and Z(B) ∩ Z(S) = ∅;

(3) if zj ∈ Z \ Z(B), then
S(zj)
B(zj)

6= γj .

For the standard function f of the form (1.2), Dom (f) = D \W . The meromor-
phic function S(z)/B(z) will be called the meromorphic part of f . More informally,
Z is the set of points z0 at which f is defined and f(z0) 6= limz→z0 f(z). The case
when limz→z0 |f(z)| = ∞ is not excluded here; in this case f(z0) is defined never-
theless. The set W consists of those poles of S(z)/B(z) at which f is not defined.
In reference to the properties (1)-(3) in Definition 1.2 we will say that f(z) has q
poles (the zeros of B(z)), where each pole is counted according to its multiplicity
as a zero of B(z), and ` jumps z1, . . . , z`. Note that the poles and jumps need not
be disjoint.

Theorem 1.3. Let f be defined on D\Λ, where Λ is a discrete set. Then f belongs
to Sκ if and only if f admits an extension to a standard function with ` jumps (for
some ` ≤ κ) and κ− ` poles, and the jumps of the standard function are contained
in D \ Λ.

Theorem 1.3 was proved in [4], and also in [10] using a different approach than
that found in [4].

In this paper we consider the Nevanlinna–Pick interpolation problem for (not
necessarily meromorphic) functions F ∈ Sκ:

NPκ: Given points z1, . . . , zk ∈ D and complex numbers F1, . . . , Fk, find all
functions F ∈ Sκ such that z1, . . . , zk belong to the domain of definition of F and

(1.3) F (zi) = Fi (i = 1, . . . , k).

If F is a solution of the NPκ problem, then the Pick matrix Pk(F ; z1, . . . , zk)
takes the form

(1.4) P =

[
1− FiF ∗j
1− ziz∗j

]k
i,j=1

.
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This matrix is the same for every solution F of the problem and depends only on
the interpolation data. It is called the Pick matrix of the NPκ problem. It is easily
seen that P is a unique solution to the Stein equation

(1.5) P − TPT ∗ = EE∗ − CC∗,
where

(1.6) T =

 z1

. . .
zk

 , E =

 1
...
1

 , C =

 F1

...
Fk

 .
It is clear that if F ∈ Sκ satisfies conditions (1.3), then sq−(P ) ≤ κ, which is
therefore a necessary condition for the NPκ problem to have a solution. (Here and
elsewhere we denote by sq−(X) the number of negative eigenvalues, counted with
multiplicities, of a Hermitian matrix X .) On the other hand, if

(1.7) sq−(P ) = κ and detP 6= 0,

then the NPκ problem has infinitely many solutions, which are parametrized by a
linear fractional transformation. Let Θ(z) be the C2×2-valued function defined by

Θ(z) =
[

Θ11(z) Θ12(z)
Θ21(z) Θ22(z)

]
= I2 + (z − 1)

[
E∗

C∗

]
(I − zT ∗)−1P−1(I − T )−1

[
E −C

]
.(1.8)

It turns out that Θ is J-unitary on T with respect to the signature matrix

J =
[

1 0
0 −1

]
,

i.e., Θ(z)JΘ(z)∗ = J for z ∈ T. Using (1.8), we have

J −Θ(z)JΘ(w)∗ =
[
E∗

C∗

]
(I − zT ∗)−1P−1(I − T )−1

× L(z, w)(I − T ∗)−1P−1(I − w∗T )−1
[
E C

]
,

where

L(z, w) = (1− z)(I − w∗T )P (I − T ∗) + (1− w∗)(I − T )P (I − zT ∗)
− (1− z)(1− w∗)(EE∗ − CC∗)

= (1− zw∗)(I − T )P (I − T ∗) (using (1.5));

hence

(1.9) J−Θ(z)JΘ(w)∗ = (1−zw∗)
[
E∗

C∗

]
(I−zT ∗)−1P−1(I−w∗T )−1

[
E C

]
holds for every choice of points z and w at which Θ is analytic. (The above calcu-
lation can be found in many sources, in various forms.) We note also that

(1.10) det Θ(z) =
k∏
j=1

(z − zj)(1− z∗j )
(1 − zz∗j )(1 − zj)

and thus Θ(z) is invertible at each point z ∈ D \ {z1, . . . , zk}.
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The following theorem (for the proof see [6, Section 19.3]) gives a complete
description of all meromorphic functions F ∈ Sκ that are analytic at z1, . . . , zk and
satisfy interpolation conditions (1.3).

Theorem 1.4. Let the Pick matrix P of the NPκ problem meet conditions (1.7)
and let Θ be the function given in (1.8). Then all meromorphic solutions F of the
NPκ problem are parametrized by the fractional linear transformation

(1.11) F (z) = TΘ[E ] :=
Θ11(z)E(z) + Θ12(z)
Θ21(z)E(z) + Θ22(z)

,

where the parameter E runs through the set of those Schur functions that satisfy

(1.12) Θ21(zi)E(zi) + Θ22(zi) 6= 0 (i = 1, . . . , k).

It can be shown that if P is not singular, there are infinitely many Schur func-
tions E satisfying (1.12) and therefore the NPκ problem indeed has infinitely many
solutions.

The solution of the NPκ problem in the nondegenerate case (when (1.7) is
satisfied) is given by the following theorem, which is one of the main results of this
paper. In view of Theorem 1.3, we need only to describe the standard solutions of
NPκ, i.e., those solutions that are standard functions in the sense of Definition 1.2.

Theorem 1.5. Assume that the Pick matrix P of the NPκ problem satisfies (1.7),
and let Θ be the function given in (1.8). Then all standard solutions F of the NPκ

problem are parametrized by the formula
(1.13)

F (z) =


Θ11(z)E(z) + Θ12(z)
Θ21(z)E(z) + Θ22(z)

if z 6∈ ({z1, . . . , zk} ∪ {zeros of Θ21E + Θ22}) ,
Fi if z = zi (i = 1, . . . , k),

where the parameter E runs through the class of Schur functions S0.

Note that conditions (1.12) are absent in Theorem 1.5. The difference between
Theorems 1.4 and 1.5 is that in Theorem 1.5 we consider all parameters E ∈ S0

including those that do not satisfy at least one of inequalities (1.12). In the context
of meromorphic interpolation, these parameters are called excluded [13], [12], since
they do not lead, via (1.11), to meromorphic solutions of NPκ.

A problem similar (but not equivalent) to NPκ, namely, the following Sarason
formulation of the interpolation conditions, was studied in [7] using the negative
squares version of commutant lifting: Given h ∈ H∞ that satisfies h(zi) = Fi,
i = 1, . . . , k, and an inner function θ (which we take to be the finite Blaschke
product with zeros at the points z1, . . . , zk), describe functions f with the properties
that the multiplication operator Mf maps BH2 into H2 for some Blaschke product
B of degree κ such that fB = (h+ θq)B for some q ∈ H∞ and ‖Mf‖ ≤ 1.

The proof of Theorem 1.5 is given in the next section. In Section 3 we study
the degenerate NPκ problem, i.e., such that the pick matrix is singular, and prove
that the solution is unique. As an application of the results on the NPκ problem,
we prove in Section 4 that every function in the class Sκ relative to its domain of
definition can be extended to a standard function in Sκ. In the same section we
give an example showing that this statement is generally false if only meromorphic
functions in Sκ are considered.
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2. Proof of Theorem 1.5

We need some results from [9], which will now be recalled. In what follows, we
use the notation

(2.1) UE(z) = Θ11(z)E(z) + Θ12(z), VE (z) = Θ21(z)E(z) + Θ22(z).

A Schur function E is said to be a parameter of multi-order m = (m1, . . . ,mk) of the
transformation (1.11) if the function VE = Θ21E + Θ22 has zeros of multiplicities
mi at zi, respectively, for i = 1, . . . , k. Here the mi are nonnegative integers.
Thus, each parameter E of multi-order m = (m1, . . . ,mk) is characterized by the
conditions

VE(zi) = V ′E(zi) = . . . = V
(mi−1)
E (zi) = 0, V

(mi)
E (zi) 6= 0 (i = 1, . . . , k).

With every multi-index m = (m1, . . . ,mk) we associate the nonnegative integer

(2.2) γm := the number of indices i (i = 1, . . . , k) such that mi > 0.

Theorem 2.1 ([9]). Let P be invertible with sq−P = κ, and let E ∈ S0 be a
parameter of multi-order m. Then the meromorphic function S = TΘ[E ] belongs to
the class Sκ−γm . The function S has poles of multiplicities mi− 1 at zi (if mi > 1)
and can be extended analytically to all other interpolating points zi. Moreover,
S(zi) = Fi if mi = 0, and S(zi) 6= Fi if mi = 1.

Proof of Theorem 1.5. The proof uses ideas from the proof of a part of Theorem
1.7 in [10]. Let F be a standard Sκ function, and let it satisfy interpolation con-
ditions (1.3). Choose r distinct points ζ1, . . . , ζr ∈ D and consider the Pick matrix
Pk+r(F ; z1, . . . , zk, ζ1, . . . , ζr). Since F satisfies conditions (1.3), this matrix can
be written in block form as

(2.3) Pk+r(f ; z1, . . . , zk, ζ1, . . . , ζr) =
[
P Ψ∗

Ψ Pr(f ; ζ1, . . . , ζr)

]
,

where

Ψ =

 Ψ1

...
Ψr

 and Ψi =
[

1− F (ζi)F (z1)∗

1− ζiz∗1
. . .

1− F (ζi)F (zk)∗

1− ζiz∗k

]

for i = 1, . . . , r. The formula for Ψi can be written in terms of (1.6) as

(2.4) Ψi = [1 − F (ζi)]
[
E∗

C∗

]
(Ik − ζiT ∗)−1 (i = 1, . . . , r).

Since F ∈ Sκ, the matrix Pk+r in (2.3) has not more than κ negative eigenvalues.
Since its principal submatrix P has κ negative eigenvalues, it follows that

sq−Pk+r(f ; z1, . . . , zk, ζ1, . . . , ζr) = κ.

Therefore the Schur complement Pr(F ; ζ1, . . . , ζr) − ΨP−1Ψ∗ ≥ 0 of P in Pk+r is
positive semidefinite, or, more explicitly,

(2.5)

[
1− F (ζi)F (ζj)∗

1− ζiζ∗j
−ΨiP

−1Ψ∗j

]r
i,j=1

≥ 0.
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By (2.4) and (1.9),

1− F (ζi)F (ζj)∗

1− ζiζ∗j
−ΨiP

−1Ψ∗j

=
[

1 −F (ζi)
]{ J

1− ζiζ∗j

−
[
E∗

C∗

]
(I − ζiT ∗)−1P−1(I − ζ∗j T )−1

[
E C

]}[ 1
F (ζj)∗

]
=
[

1 −F (ζi)
] Θ(ζi)JΘ(ζj)∗

1− ζiζ∗j

[
1

−F (ζj)∗

]
,(2.6)

which allows us to rewrite (2.5) as

(2.7)

[[
1 −F (ζi)

] Θ(ζi)JΘ(ζj)∗

1− ζiζ∗j

[
1

−F (ζj)∗

]]r
i,j=1

≥ 0.

Making use of the block decomposition (1.8) of Θ into four scalar blocks, note that

(2.8) d(z) := Θ21(z)F (z)−Θ11(z) 6= 0, z 6∈ {z1, . . . , zk}.
Indeed, assuming that Θ21(ζ)F (ζ) = Θ11(ζ) for some ζ 6∈ {z1, . . . , zk}, we get[

1 −F (ζ)
] Θ(ζ)JΘ(ζ)∗

1− |ζ|2

[
1

−F (ζ)∗

]

= −
[

1 −F (ζ)
]
[

Θ12(ζ)
Θ22(ζ)

] [
Θ12(ζ)∗ Θ22(ζ)∗

]
1− |ζ|2

[
1

−F (ζ)∗

]
≤ 0,

which contradicts (2.7), unless det Θ(ζ) = 0. But, as follows from (1.10), Θ(z) is
invertible at each point ζ 6∈ {z1, . . . , zk}. Thus, the function

(2.9) E(z) =
Θ12(z)− F (z)θ22(z)
Θ21(z)F (z)−Θ11(z)

is defined on D\{z1, . . . , zk}. Moreover,[
1 −F (ζ)

]
Θ(ζ) = −d(ζ)−1

[
1 −E(ζ)

]
,

and thus inequality (2.7) can be written in terms of E as[
d(ζi)−1

[
1 −E(ζi)

] J

1− ζiζ∗j

[
1

−E(ζj)∗

]
(d(ζj)∗)−1

]r
i,j=1

≥ 0,

or equivalently (since d(ζi) 6= 0), as[
1− E(ζi)E(ζj)∗

1− ζiζ∗j

]r
i,j=1

≥ 0.

Since the integer r and the points ζ1, . . . , ζr are arbitrary, the latter inequality
means that E(z) is a Schur function. It follows from (2.9) that

(2.10) F (z) =
Θ11(z)E(z) + Θ12(z)
Θ21(z)E(z) + Θ22(z)

at every point z ∈ D \ {z1, . . . , zk}.
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Conversely, let F be defined via (1.13) for some E ∈ S0. Then it satisfies the
interpolation conditions (1.3), by definition. It remains to show that F is a standard
function from the class Sκ. Let E be a parameter of multi-order m. Then by
Theorem 2.1, the function TΘ[E ] (the meromorphic part of F ) belongs to the class
Sκ−γm and satisfies

TΘ[E ](zi) = Fi if mi = 0; TΘ[E ](zi) 6= Fi if mi > 0.

Thus, the function F is obtained via (1.13) by adding γm jumps to the meromorphic
function TΘ[E ]. By [10, Theorems 1.7, 1.8], F belongs to Sκ. Clearly, F is a
standard function. �

3. Degenerate problem

In this section we consider the case when the Pick matrix P of the NPκ problem
is singular and show that it has a unique solution. Let the NPκ problem be given
with n interpolation conditions

(3.1) F (zi) = Fi (i = 1, . . . , n)

such that the rank of the associated Pick matrix

(3.2) P̂ =

[
1− FiF ∗j
1− ziz∗j

]n
i,j=1

equals k < n, whereas sq−(P̂ ) = κ. Without loss of generality, we can assume that
the top k × k principal submatrix P of P̂ is invertible. Thus,

(3.3) P̂ =
[
P P ∗1
P1 P2

]
, where P2 = P1P

−1P ∗1 and sq−(P ) = κ.

Since the (i, j)-th entry in P2 equals (1 − Fk+iF
∗
k+j)/(1 − zk+iz

∗
k+j) and since the

q-th row of P1 equals
(E∗ − Fk+qC

∗) (Ik − zqT ∗)−1

(this follows from (2.3) and (2.4) with ζq replaced by zk+q), we conclude upon
comparing the corresponding entries in the equality P2 = P1P

−1P ∗1 that

(3.4)
1− FiF ∗j
1− ziz∗j

= (E∗ − FiC∗) (I − ziT ∗)−1P−1(I − z∗jT )−1
(
E − CF ∗j

)
for j, i = k + 1, . . . , n.

Theorem 3.1. A degenerate NPκ problem has a unique solution in the class of
standard functions in Sκ, and the meromorphic part of the solution is the ratio of
two Blaschke products: the numerator is of degree k and the degree of the denomi-
nator does not exceed κ.

Proof. First we describe the set of all functions F ∈ Sκ that satisfy the first k
interpolation conditions in (3.1). The Pick matrix of this reduced interpolation
problem is P , which is not singular and has κ negative eigenvalues. By Theorem
1.5, all functions F ∈ Sκ subject to F (zi) = Fi (i = 1, . . . , k) are parametrized by
formula (1.13), where Θ is given by (1.8) and E is a free parameter from S0. It
remains to find all parameters E such that the function F of the form (1.13) satisfies
the remaining n− k interpolation conditions in (3.1).



776 V. BOLOTNIKOV, A. KHEIFETS, AND L. RODMAN

Note that the meromorphic part TΘ[E ] of F must satisfy these conditions:

(3.5) zi ∈ Dom (TΘ[E ]) and TΘ[E ](zi) = Fi (i = k + 1, . . . , n).

Otherwise, a jump is added to F and, by Theorem 1.3, the maximal number of
negative eigenvalues of Pick matrices is bigger than κ, a contradiction. Now we
show that every parameter E such that VE(zi) = 0 for at least one i ∈ {k+1, . . . , n},
does not lead to a solution. If VE and UE have a common zero at z, it follows from
(2.1) that Θ(z) is singular, which may happen only for z ∈ {z1, . . . , zk}, in view
of (1.10). Therefore, if VE(zi) = 0 for some i ∈ {k + 1, . . . , n}, then UE(zi) 6= 0
and TΘ[E ] has a pole at zi and cannot satisfy the corresponding condition in (3.5).
Thus, we are staying with parameters E for which TΘ[E ] is analytic at zk+1, . . . , zn;
these are exactly the parameters for which

(3.6) Θ21(zi)E(zi) + Θ22(zi) 6= 0, for i = k + 1, . . . , n.

For these parameters, conditions (3.5) are equivalent to

(3.7) aiE(zi) = −ci (i = k + 1, . . . , n),

where ai, ci are given by

(3.8) [aj cj ] = [1 − Fj ] Θ(zj), j = k + 1, . . . , n.

Indeed, multiplying the i-th interpolation condition in (3.5) by Θ21(zj)E(zi) +
Θ22(zi) 6= 0, we get

Θ11(zi)E(zi) + Θ12(zi) = Fi (Θ21(zi)E(zi) + Θ22(zi))

and, after clear rearrangements,

(Θ11(zi)− FiΘ21(zj)) E(zi) = FiΘ22(zi)−Θ12(zi).

The latter equality can be written as

[1 − Fj ]
[

Θ11(zi)
Θ21(zi)

]
E(zi) = − [1 − Fj ]

[
Θ12(zi)
Θ22(zi)

]
,

which coincides with (3.7), on account of (3.6).
Making use of (3.4), along with (3.8) and (1.9), we get (for j, i = k + 1, . . . , n)

aia
∗
j − cic∗j

1− ziz∗j

=
[
ai ci

] J

1− ziz∗j

[
a∗j
c∗j

]
=

[
1 −Fi

] Θ(zi)JΘ(zj)∗

1− ziz∗j

[
1
−F ∗j

]
=
[

1 −Fi
] J

1− ziz∗j

[
1
−F ∗j

]
−
[

1 −Fi
] [ E∗

C∗

]
(I − zT ∗)−1P−1(I − w∗T )−1

[
E C

] [ 1
−F ∗j

]
=

1− FiF ∗j
1− ziz∗j

− (E∗ − FiC∗) (I − ziT ∗)−1P−1(I − z∗jT )−1
(
E − CF ∗j

)
= 0.

Thus, the Pick matrix of the interpolation problem (3.7) is the zero matrix.
Note also that aj = 0 for j = k + 1, . . . , n; otherwise, in view of |aj | = |cj |
(j = k+ 1, . . . , n), we would have aj = cj = 0 for some j = k+ 1, . . . , n. Hence (by
(3.8)) Θ(zj) is singular, a contradiction with (1.10).
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Therefore, there is only one E ∈ S0 satisfying conditions (3.7), and this E is a
unimodular constant:

(3.9) E = − ck+1

ak+1
= . . . = − cn

an
.

Next, we verify that (3.6) holds for E given by (3.9). We have, for a fixed j
(j = k + 1, . . . , n),

Θ21(zj)E + Θ22(zj) = Θ21(zj)−Θ22(zj)
cj
aj

=
1
aj

[aj cj ]
[

Θ22(zj)
−Θ21(zj)

]
(by (3.8)) =

det Θ(zj)
aj

[1 − Fj ] Θ(zj) (Θ(zj))
−1

[
1
0

]
= 1.

It remains to note that the function TΘ[E ], with E as in (3.9), is the ratio of Blaschke
products of desired degrees. �

In [11] it was shown that the degenerate NPκ problem does not always have a
solution in the class of meromorphic functions, under the hypothesis that (1.4) has
κ negative eigenvalues. In contrast, as follows from Theorems 1.5 and 3.1, in the
class Sκ a solution always exists, under the same hypothesis.

4. An extension result

Theorem 4.1. Let F be a function defined on a set Ω ⊆ D and such that the
Pick matrices Pn(F ; z1, . . . , zn), z1, . . . , zn ∈ Ω, have at most κ negative eigenval-
ues (counted with multiplicities) and at least one of them has exactly κ negative
eigenvalues. Then F admits an extension to a standard function in the class Sκ.

Proof. If Ω is a set of uniqueness of H∞, then Theorem 4.1 follows from [4, Theorem
2.1] coupled with Theorem 1.3. If Ω is finite, then Theorem 4.1 follows from Theo-
rems 1.4 and 3.1. Thus, it remains to consider the case when Ω is discrete (and in-
finite). Let Ω = {z1, . . . , zn, . . .}. If for some n0 the Pick matrix Pn0(F ; z1, . . . , zn0)
has κ negative eigenvalues and is singular, then by Theorem 3.1 there exists a
unique standard function F̃ ∈ Sκ such that F̃ (zj) = F (zj), j = 1, . . . , n0. Then
F̃ (zj) = F (zj) for j = n0 + 1, . . . (see the proof of Theorem 3.1). We are left with
the case when the Pick matrices Pn(F ; z1, . . . , zn) that have κ negative eigenvalues
are all nonsingular.

Let fn be a meromorphic solution to the Nevanlinna-Pick interpolation problem
with Pick matrix Pn(F ; z1, . . . , zn). Then (see the Krein–Langer formula [14]) fn =
sn/bn, where sn is a Schur function and bn is a Blaschke product of degree κ
normalized so that bn(1) = 1. By Montel’s theorem (see, e.g., [15]), there exists
a Schur function s and a subsequence nk so that limk→∞ snk(z) = s(z) uniformly
on compact subsets of D. By passing to a subsequence of nk we can also ensure
that limk→∞ bnk(z) = b(z) uniformly on compact subsets of D. The limit function
b(z) is a Blaschke product of degree κ′ ≤ κ. In fact, if we enumerate the zeros
{µ(j)

nk }κj=1 of bnk(z), then (again by passing to a subsequence of nk) we can make

limk→∞µ
(i)
nk = µ(i). If |µ(i)| < 1, the Blaschke factors with zeros at µ(i)

nk converge
to the Blaschke factor with zero at µ(i). If |µ(i)| = 1, then they converge to a
unimodular constant.
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We now define the function

f(z) =
s(z)
b(z)

if b(z) 6= 0, f(zi) = Fi if z = zi ∈ Ω.

Note first that the definition is correct. Indeed, if b(zi) 6= 0, zi ∈ Ω, then

s(zi)
b(zi)

=
limk→∞ s

n
k

(zi)

limk→∞ b
n
k

(zi)
= lim

k→∞

s
n
k

(zi)

b
n
k

(zi)
= lim

k→∞
f
n
k

(zi) = lim
k→∞

Fi = Fi .

The domain of definition of f is D \ {z ∈ D : b(z) = 0, z 6∈ Ω}. Observe next that

f(z) = lim
k→∞

fnk(z), z ∈ Dom (f).

Indeed, if b(z) 6= 0, then

f(z) =
s(z)
b(z)

=
limk→∞ snk(z)
limk→∞ bnk(z)

= lim
k→∞

snk(z)
bnk(z)

= lim
k→∞

fnk(z),

and if zi ∈ Ω, then fnk(zi) = Fi for all sufficiently large k. Thus by definition,
f solves the Nevanlinna-Pick interpolation problem on the set Ω. Since the Pick
matrices of f are limits of the corresponding Pick matrices of fnk , they have at
most κ negative eigenvalues. Since some Pick matrices of the restriction of f to Ω
already have κ negative eigenvalues, it follows that f ∈ Sκ. �

We conclude with an example showing a situation when a function F , defined
on a discrete set Ω ⊂ D such that the maximal number of negative eigenvalues of
its Pick matrices is equal to one, admits a unique extension to a standard function
in class S1, and this unique extension is not meromorphic in D. At the same time,
all restrictions of F to finite subsets of Ω give rise to nondegenerate NP1 problems
which therefore have infinitely many meromorphic solutions. Let Ω = {0}∪{zk}∞k=1,
where zk ∈ D are distinct nonzero numbers such that

∑∞
k=1(1 − |zk|)2 < ∞. Let

ŵ be a non-inner Schur function which is a unique Schur function that solves the
interpolation problem w(zk) = ŵ(zk), for k = 1, 2, . . . . The existence of such a ŵ
was demonstrated in [2] and [3]. Consider two matrix functions

Θ1/2(z) =
1
3

[
4z − 1 2− 2z
2z − 2 4− z

]
, Θ2(z) =

1
3

[
4− z 2z − 2
2− 2z 4z − 1

]
,

which are specifications of (1.8) to the case k = 1, T = 0, E = 1, C = 1/2, and to
the case k = 1, T = 0, E = 1, C = 2, respectively. The formula

(4.1) w = TΘ1/2 [E ], E ∈ S0,

parametrizes the set of solutions w ∈ S0 of the Nevanlinna–Pick interpolation
problem w(0) = 1/2 (see Theorem 1.4). Define

(4.2) w1/2 = TΘ1/2 [ŵ].

Since ŵ is not an inner function, w1/2 is not an inner function either.

Proposition 4.2. Each of the two Nevanlinna–Pick problems

(4.3) w(0) = 1/2, w(zk) = w1/2(zk), k = 1, 2, . . . , w ∈ S0,

and

(4.4) w(zk) = w1/2(zk), k = 1, 2, . . . , w ∈ S0,

has a unique solution w, and w = w1/2.
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Proof. Assume that w solves the problem (4.3). Since w(0) = 1/2, there exists
E ∈ S0 such that

(4.5) w = TΘ1/2 [E ].

One verifies (using (4.2) and (4.5)) that E(zk) = ŵ(zk) for k = 1, 2, . . ., and therefore
E = ŵ by our choice of ŵ.

Next, assume that the solution of (4.4) is not unique. It is well known [16], [18]
that in this case the solution set of (4.4) is described by the formula w = TΘ[E ],
where Θ is a fixed J-inner 2 × 2 matrix function, and E ∈ S0 is a free parameter.
Since w1/2 solves (4.4), we have w1/2 = TΘ[E1/2] for some E1/2 ∈ S0. Observe that
if E(0) = E1/2(0), E ∈ S0, then TΘ[E ](0) = 1/2. Thus, if it were |E1/2(0)| < 1,
then there would exist infinitely many functions E ∈ S0 such that E(0) = E1/2(0),
and therefore (4.3) would have infinitely many solutions, a contradiction with the
already proved part of Proposition 4.2. Also, if it were |E1/2(0)| = 1, then E1/2
would be a unimodular constant, and hence w1/2 would be an inner function, a
contradiction again. �

By Theorem 1.5, the standard solutions of the NP1 problem w(0) = 2 are given
by the formula

w(z) = GΘ2 [E ] :=
{

TΘ2 [E ] if z 6= 0,
2 if z = 0, E ∈ S0.

Let w0 = GΘ2 [w1/2]. Note that w0 has a jump but not a pole (since both the
denominator and the numerator of TΘ2 [w1/2] vanish at zero) at the origin. Consider
the interpolation problem

(4.6) w(0) = 2, w(zk) = w0(zk), k = 1, 2, . . . , w ∈ S1.

The function w0 is the unique standard solution of (4.6). Indeed, if w is a standard
solution of (4.6), then w = GΘ2 [E ] for some E ∈ S0. Since w(zk) = w0(zk) =
TΘ2 [w1/2](zk), the function E satisfies E(zk) = w1/2(zk) for k = 1, 2, . . . , and
therefore by Proposition 4.2 we must have E = w1/2.
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7. J. A. Ball and J. W. Helton, A Beurling–Lax theorem for the Lie group U(m, n) which

contains most classical interpolation theory, J. Operator Theory 9 (1983), 107–142. MR
84m:47046

http://www.ams.org/mathscinet-getitem?mr=45:7505
http://www.ams.org/mathscinet-getitem?mr=41:5990
http://www.ams.org/mathscinet-getitem?mr=38:2591
http://www.ams.org/mathscinet-getitem?mr=99g:46027
http://www.ams.org/mathscinet-getitem?mr=2000a:47024
http://www.ams.org/mathscinet-getitem?mr=92m:47027
http://www.ams.org/mathscinet-getitem?mr=84m:47046


780 V. BOLOTNIKOV, A. KHEIFETS, AND L. RODMAN

8. J. A. Ball and J. W. Helton, Interpolation problems of Pick–Nevanlinna and Loewner types for
meromorphic matrix functions: parametrization of the set of all solutions, Integral Equations
and Operator Theory 9 (1986), 155–203. MR 87j:30085

9. V. Bolotnikov, On the Carathéodory–Fejér interpolation for generalized Schur functions,
preprint.

10. V. Bolotnikov, A. Kheifets, and L. Rodman, Functions with Pick matrices having bounded
number of negative eigenvalues, Contemporary Mathematics 323 (2003), 393–417.

11. T. Constantinescu and A. Gheondea, The Schur algorithm and coefficient characterizations
for generalized Schur functions, Proc. Amer. Math. Soc. 128 (2000), no. 9, 2705–2713. MR
2000m:47015

12. A. Dijksma and H. Langer, Notes on a Nevanlinna-Pick interpolation problem for generalized
Nevanlinna functions, in: Topics in interpolation theory, Oper. Theory Adv. Appl., 95 (1997),
69–91. MR 98g:47015

13. L. B. Golinskii, A generalization of the matrix Nevanlinna–Pick problem, Izv. Akad. Nauk
Armyan. SSR Ser. Mat. 18 (1983), 187–205. (Russian). MR 85g:47049
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