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Abstract. We introduce and study a Fock-space noncommutative analogue
of reproducing kernel Hilbert spaces of de Branges-Rovnyak type. Results in-
clude: use of the de Branges-Rovnyak space H(KS) as the state space for the
unique (up to unitary equivalence) observable, coisometric transfer-function
realization of the Schur-class multiplier S, realization-theoretic characteriza-
tion of inner Schur-class multipliers, and a calculus for obtaining a realization
for an inner multiplier with prescribed left zero-structure. In contrast with the
parallel theory for the Arveson space on the unit ball Bd ⊂ Cd (which can be
viewed as the symmetrized version of the Fock space used here), the results
here are much more in line with the classical univariate case, with the extra
ingredient of the existence of all results having both a “left” and a “right”
version.

Dedicated to the memory of Tiberiu Constantinescu

1. Introduction

Recently there has been much interest and an evolving theory of noncommu-
tative function theory and associated multivariable operator theory and multi-
dimensional system theory with evolution along a free semigroup; we mention
[2, 22, 6, 10, 11, 18, 20, 24, 25, 26, 27, 29, 30]. A central player in many of these de-
velopments is the noncommutative Schur class consisting of formal power series in
a set of noncommuting indeterminates which define contractive multipliers between
(unsymmetrized) vector-valued Fock spaces; such Schur-class functions play the role
of the characteristic function for the Popescu analogue for a row contraction of the
Sz.-Nagy-Foiaş model theory for a single contraction operator (see [27, 15]). For
the classical (univariate) case, there is an approach to operator-model theory com-
plementary to the Sz.-Nagy-Foiaş approach which emphasizes constructions with
reproducing kernel Hilbert spaces over the unit disk rather than the geometry of
the unitary dilation space of a contraction operator. Our purpose here is to flesh
out the ingredients of this approach for the Fock space setting. The appropriate
noncommutative multivariable version of a reproducing kernel Hilbert space has
already been worked out in [14] and certain other relevant background material
appears in [7]. Unlike the work in some of the papers mentioned above, specifically
[2, 3, 6, 11, 18, 19, 20, 22, 24, 25, 29], we shall deal with formal power series with
operator coefficients as parts of some formal structure (e.g., as inducing multiplica-
tion operators between two Hilbert spaces whose elements are formal power series
with vector coefficients) rather than as themselves functions on some collection of
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noncommutative operator-tuples. Before discussing the precise noncommutative
results which we present here, we review the corresponding classical versions of the
results.

For U and Y two Hilbert spaces, let L(U ,Y) denote the space of bounded linear
operators between U and Y. We also let H2

U(D) be the standard Hardy space of
the U-valued holomorphic functions on the unit disk D. By the classical Schur
class S(U ,Y) we mean the set of L(U ,Y)-valued functions holomorphic on the unit
disk D with values S(λ) having norm at most 1 for each λ ∈ D. There are several
equivalent characterizations of the class S(U ,Y); for convenience, we list some in
the following theorem.

Theorem 1.1. Let S be an L(U ,Y)-valued function defined on the unit disk D.
Then the following are equivalent:

(1) S ∈ S(U ,Y), i.e., S is analytic on D with contractive values in L(U ,Y).
(2) The multiplication operator MS : f(z) 7→ S(z) · f(z) is a contraction from

H2
U (D) into H2

Y(D).
(3) The kernel

KS(λ, ζ) :=
IY − S(λ)S(ζ)∗

1 − λζ

is positive on D × D, i.e., there exists an auxiliary Hilbert space X and a
function H : D → L(X ,Y) such that

KS(λ, ζ) = H(λ)H(ζ)∗ for all λ, ζ ∈ D. (1.1)

(4) There exists a Hilbert space X and a unitary connection operator (or colli-
gation) U of the form

U =

[
A B
C D

]
:

[
X
U

]
→

[
X
Y

]
(1.2)

so that S(λ) can be realized in the form

S(λ) = D + λC(IX − λA)−1B. (1.3)

(5) There exists a Hilbert space X and a contractive connecting operator U of
the form (1.2) so that (1.3) holds.

A pair (C, A) is called an output pair if C ∈ L(X ,Y) and A ∈ L(X ,X ). An
output pair (C, A) is called contractive if A∗A + C∗C ≤ IX , isometric if A∗A +

C∗C = IX and observable if
∞⋂

n=0

Ker CAn = {0}. We shall say that the realization

(1.3) of S(λ) is observable if the output pair (C, A) occurring in (1.3) is observable.
Furthermore, with an output contractive pair (C, A), one can associate the positive
kernel

KC,A(λ, ζ) = C(I − λA)−1(I − ζA∗)−1C∗ (1.4)

which is (as it is readily seen) defined on D × D.
As also remarked in [8], the coisometric version of (4) =⇒ (2) is particularly

transparent, since in this case a simple computation shows that then (1.1) holds
with H(λ) = C(I − λA)−1, i.e., KS(λ, ζ) = KC,A(λ, ζ). We have the following sort
of converse of these observations.
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Theorem 1.2. (1) Suppose that S ∈ S(U ,Y) and that (C, A) is an observable,
contractive output-pair of operators such that

KS(λ, ζ) = KC,A(λ, ζ). (1.5)

Then there is a unique choice of B : U → X so that U =
[

A B
C S(0)

]
is

coisometric and U provides a realization for S: S(λ) = S(0) + λC(I −
λA)−1B.

(2) Suppose that we are given only an observable, contractive output-pair of
operators (C, A) as above. Then there is a choice of an input space U and
a Schur multiplier S ∈ S(U ,Y) so that (1.5) holds.

As we see from Theorem 1.1, for any Schur-class function S ∈ S(U ,Y), we can
associate the positive kernel KS(λ, ζ) and therefore also by Aronszajn’s construction
the reproducing kernel Hilbert space H(KS); this space is called the de Branges-
Rovnyak space associated with S. It turns out that any observable coisometric
realization U for S is unitarily equivalent to a certain canonical functional-model
realization.

Theorem 1.3. Let S ∈ S(U ,Y). Then the operator

UdBR =

[
AdBR BdBR

CdBR DdBR

]
:

[
H(KS)

U

]
→

[
H(KS)

Y

]

with the entries given by

AdBR : f(λ) →
f(λ) − f(0)

λ
, BdBR : u →

S(λ) − S(0)

λ
u,

CdBR : f → f(0), DdBR : u → S(0)u

provides an observable and coisometric realization

S(λ) = DdBR + λCdBR(IH(KS) − λAdBR)−1BdBR. (1.6)

Moreover, any other observable coisometric realization of S is unitarily equivalent
to (1.6).

Let us say that a Schur function S ∈ S(U ,Y) is inner if the associated mul-
tiplication operator MS : H2

U (D) → H2
Y(D) is a partial isometry. Equivalently,

S ∈ S(U ,Y) and the almost everywhere existing boundary value function S(ζ) =
limr↑1 S(rζ) is a partial isometry for almost all ζ ∈ T. The following characteriza-
tion of inner functions in terms of realizations is well known (see [16, 17]).

Theorem 1.4. A Schur multiplier S ∈ S(U ,Y) is inner if and only if its essentially
unique observable, coisometric realization of the form (1.3) is such that A is strongly
stable, i.e.,

lim
n→∞

‖Anx‖ = 0 for all x ∈ X . (1.7)

Inner functions come up in the representation of shift-invariant subspaces of
H2

Y as in the Beurling-Lax theorem. The following version of the Beurling-Lax
theorem first identifies any shift-invariant subspace as the set of solutions of a
collection of homogeneous interpolation conditions and then obtains a realization
for the Beurling-Lax representer in terms of the data set for the homogeneous
interpolation problem. The finite-dimensional version of this result can be found
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in [9, Chapter 14] while the details of the general case appear in [12]. We let Mλ

denote the shift operator

Mλ : f(λ) → λf(λ) for f ∈ H2
Y(D)

and given a contractive pair (C, A) we let

MA∗,C∗ = {f ∈ H2
Y(D) : (C∗f)∧L(A∗) = 0} (1.8)

where we have set

(C∗f)∧L(A∗) :=
∞∑

n=0

A∗nC∗fn if f(λ) =
∞∑

n=0

fnλn ∈ H2
Y(D).

Theorem 1.5. (1) Suppose that M is a subspace of H2
Y(D) which is Mλ-

invariant. Then there is an isometric pair (C, A) such that A is strongly
stable (i.e., (1.7) holds) and such that M = MA∗,C∗ .

(2) Suppose that the shift-invariant subspace M ⊂ H2
Y(D) has the representa-

tion M = MA∗,C∗ as in (1.8) where (C, A) is an isometric pair with A
strongly stable. Choose an input space U and operators B : U → X and
D : U → Y so that

U =

[
A B
C D

]
:

[
X
U

]
→

[
X
Y

]

is unitary. Then the function S(λ) = D + λC(IX − λA)−1B is inner (i.e.,
MS is isometric) and is a Beurling-Lax representer for M:

S · H2
U (D) = MA∗,C∗ .

Our goal here is to obtain noncommutative analogues of these results, where
the classical Schur class is replaced by the noncommutative Schur class of con-
tractive multipliers between Fock spaces of formal power series in noncommuting
indeterminates and where the classical reproducing kernel Hilbert spaces become
the noncommutative formal reproducing kernel Hilbert spaces introduced in [14].
Let z = (z1, . . . , zd) and w = (w1, . . . , wd) be two sets of noncommuting indetermi-
nates. We let Fd denote the free semigroup generated by the d letters {1, . . . , d}.
A generic element of Fd is a word w equal to a string of letters

α = iN · · · i1 where ik ∈ {1, . . . , d} for k = 1, . . . , N. (1.9)

Given two words α and β with α as in (1.9) and β of the form β = jN ′ · · · j1, say,
the product αβ is defined by concatenation:

αβ = iN · · · i1jN ′ · · · j1 ∈ Fd.

The unit element of Fd is the empty word denoted by ∅. For α a word of the form
(1.9), we let zα denote the monomial in noncommuting indeterminates

zα = ziN
· · · zi1

and we let z∅ = 1. We extend this noncommutative functional calculus to a d-tuple
of operators A = (A1, . . . , Ad) on a Hilbert space X :

Av = AiN
· · ·Ai1 if v = iN · · · i1 ∈ Fd \ {∅}; A∅ = IX . (1.10)

We will also have need of the transpose operation on Fd:

α⊤ = i1 · · · iN if α = iN · · · i1. (1.11)
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A natural analogue of the Szegö kernel is the noncommutative Szegö kernel

kSz(z, w) =
∑

α∈Fd

zαwα⊤

. (1.12)

The associated reproducing kernel Hilbert space H(kSz) (in the sense of [14]) is
a natural analogue of the classical Hardy space H2(D); we recall all the relevant
definitions and main properties more precisely in Section 2. Our main purpose
here is to obtain the analogues the Theorems 1.1–1.5 above with the classical Szegö
kernel replaced by its noncommutative analogue (1.12).

In particular, the analogue of Theorem 1.5 involves the study of shift-invariant
subspaces of the Fock space H2

Y(Fd) generated by a collection of homogeneous
interpolation conditions defined via a functional calculus with noncommutative op-
erator argument. We mention that interpolation problems in the noncommutative
Schur-multiplier class defined by nonhomogeneous interpolation conditions associ-
ated with such a functional calculus have been studied recently by a number of
authors, including the late Tiberiu Constantinescu to whom this paper is dedicated
(see [6, 18, 29, 30]). While the Fock-space version of the Beurling-Lax theorem al-
ready appears in the work of Popescu [26] (see also [7]), the proof here through inner
solution of a homogeneous interpolation problem gives an alternative approach.

The present paper (with the exception of the final Section 5 ) parallels our com-
panion paper [8] where corresponding results are worked out with the noncommuta-
tive Szegö kernel (1.12) replaced by the so-called Arveson kernel kd(λ, ζ) = 1/(1−

〈λ, ζ〉Cd) which is positive on the unit ball Bd = {λ = (λ1, . . . , λd) :
∑d

k=1 |λk|2 <
1} of Cd. There the corresponding results are more delicate; in particular, the ob-
servable, coisometric realization for a contractive multiplier is unique only in very
special circumstances, but the nonuniqueness can be explicitly characterized. In
contrast, the results obtained here for the setting of the noncommutative Szegö
kernel kSz(z, w) parallel more directly the situation for the classical univariate case.

The paper is organized as follows. After the present Introduction, Section 2 re-
calls the main facts from [14] which are needed in the sequel. Section 3 introduces
the noncommutative Schur class of contractive Fock-space multipliers S and the
associated noncommutative positive kernel KS(z, w), and develops the noncommu-
tative analogues of Theorems 1.1 and 1.2. In fact, various pieces of the noncom-
mutative version of Theorem 1.1 (see theorem 3.1 below) are already worked out in
[14, 27, 15]. In connection with the noncommutative analogue of Theorem 1.2 (see
Theorems 3.5 and 3.8 below), we rely on our paper [7] where the structure of non-
commutative formal reproducing kernel spaces of the type H(KC,A) were worked
out. Section 4 introduces the noncommutative functional-model coisometric colli-
gation UdBR and obtains the analogue of Theorem 1.3 for the Fock space setting
(see Theorem 4.3 below). This functional model is the Brangesian model parallel to
the noncommutative Sz.-Nagy-Foiaş model for a row contraction found in [27, 15].
The final Section 5 uses previous results concerning H(KS) and H(KC,A) to arrive
at the Fock-space version of Theorem 1.5 (see Theorems 5.1 and 5.2 below) in a
simple way.

2. Noncommutative formal reproducing kernel Hilbert spaces

We now recall some of the basic ideas from [14] concerning noncommutative
formal reproducing kernel Hilbert spaces. We let z = (z1, . . . , zd), w = (w1, . . . , wd)
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be two sets of noncommuting indeterminates and we let Fd be the free semigroup
generated by the alphabet {1, . . . , d} with unit element equal to the empty word ∅
as in the introduction. Given a coefficient Hilbert space Y we let Y〈z〉 denote the
set of all polynomials in z = (z1, . . . , zd) with coefficients in Y :

Y〈z〉 =

{
p(z) =

∑

α∈Fd

pαzα : pα ∈ Y and pα = 0 for all but finitely many α

}
,

while Y〈〈z〉〉 denotes the set of all formal power series in the indeterminates z with
coefficients in Y:

Y〈〈z〉〉 =

{
f(z) =

∑

α∈Fd

fαzα : fα ∈ Y

}
.

Note that vectors in Y can be considered as Hilbert space operators between C

and Y. More generally, if U and Y are two Hilbert spaces, we let L(U ,Y)〈z〉 and
L(U ,Y)〈〈z〉〉 denote the space of polynomials (respectively, formal power series)
in the noncommuting indeterminates z = (z1, . . . , zd) with coefficients in L(U ,Y).
Given S =

∑
α∈Fd

sαzα ∈ L(U ,Y)〈〈z〉〉 and f =
∑

β∈Fd
fβzβ ∈ U〈〈z〉〉, the product

S(z) · f(z) ∈ Y〈〈z〉〉 is defined as an element of Y〈〈z〉〉 via the noncommutative
convolution:

S(z) · f(z) =
∑

α,β∈Fd

sαfβzαβ =
∑

v∈Fd




∑

α,β∈Fd : α·β=v

sαfβ



 zv. (2.1)

Note that the coefficient of zv in (2.1) is well defined since any given word v ∈ Fd

can be decomposed as a product v = α · β in only finitely many distinct ways.
In general, given a coefficient Hilbert space C, we use the C inner product to

generate a pairing

〈·, ·〉C×C〈〈w〉〉 : C × C〈〈w〉〉 → C〈〈w〉〉

via 〈
c,
∑

β∈Fd

fβwβ

〉

C×C〈〈w〉〉

=
∑

β∈Fd

〈c, fβ〉Cwβ⊤

∈ C〈〈w〉〉.

We also may use the pairing in the reverse order
〈
∑

α∈Fd

fαwα, c

〉

C〈〈w〉〉×C

=
∑

α∈Fd

〈fα, c〉Cwα ∈ C〈〈w〉〉.

These are both special cases of the more general pairing
〈
∑

α∈Fd

fαw′α,
∑

β∈Fd

gβwβ

〉

C〈〈w′〉〉×C〈〈w〉〉

=
∑

α,β∈Fd

〈fα, gβ〉Cwβ⊤

w′α.

Suppose that H is a Hilbert space whose elements are formal power series in Y〈〈z〉〉

and that K(z, w) =
∑

α,β∈Fd
Kα,βzαwβ⊤

is a formal power series in the two sets

of d noncommuting indeterminates z = (z1, . . . , zd) and w = (w1, . . . , wd). We say
that K(z, w) is a reproducing kernel for H if, for each β ∈ Fd the formal power
series

Kβ(z) :=
∑

α∈Fd

Kα,βzα belongs to H
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and we have the reproducing property

〈f, K(·, w)y〉H×H〈〈w〉〉 = 〈f(w), y〉Y〈〈w〉〉×Y for every f ∈ H.

As a consequence we then also have

〈K(·, w′)y′, K(·, w)y〉H〈〈w′〉〉×H〈〈w〉〉 = 〈K(w, w′)y′, y〉Y〈〈w,w′〉〉×Y .

It is not difficult to see that a reproducing kernel for a given H is necessarily unique.
Let us now suppose that H is a Hilbert space whose elements are formal power

series f(z) =
∑

α∈Fd
fvz

v ∈ Y〈〈z〉〉 for a coefficient Hilbert space Y. We say that

H is a NFRKHS (noncommutative formal reproducing kernel Hilbert space) if, for
each α ∈ Fd, the linear operator Φα : H → Y defined by f(z) =

∑
v∈Fd

fvz
v 7→ fα

is continuous. In this case, define K(z, w) ∈ L(Y)〈〈z, w〉〉 by

K(z, w) =
∑

β∈Fd

Φ∗
βwβ⊤

=:
∑

α,β∈Fd

Kα,βzαwβ⊤

.

Then one can check that K(z, w) is a reproducing kernel for H in the sense de-
fined above. Conversely (see [14, Theorem 3.1]), a given formal kernel K(z, w) =∑

α,β∈Fd
Kα,βzαwβ⊤

∈ L(Y)〈〈z, w〉〉 is the reproducing kernel for some NFRKHS
H if and only if K is positive definite in either one of the equivalent senses:

(1) K(z, w) has a factorization

K(z, w) = H(z)H(w)∗ (2.2)

for some H ∈ L(X ,Y)〈〈z〉〉 for some auxiliary Hilbert space X . Here

H(w)∗ =
∑

β∈Fd

H∗
βwβ⊤

=
∑

β∈Fd

H∗
β⊤wβ if H(z) =

∑

α∈Fd

Hαzα.

(2) For all finitely supported Y-valued functions α 7→ yα it holds that
∑

α,α′∈Fd

〈Kα,α′yα′ , yα〉 ≥ 0. (2.3)

If K is such a positive kernel, we denote by H(K) the associated NFRKHS consist-
ing of elements of Y〈〈z〉〉.

3. The noncommutative Schur class: associated positive kernels and

transfer-function realization

A natural analogue of the vector-valued Hardy space over the unit disk (see
e.g. [26]) is the Fock space with coefficients in Y which we denote here by H2

Y(Fd):

H2
Y(Fd) =

{
f(z) =

∑

α∈Fd

fαzv :
∑

α∈Fd

‖fα‖
2 < ∞

}
.

When Y = C we write simply H2(Fd). As explained in [14], H2(Fd) is a NFRKHS
with reproducing kernel equal to the following noncommutative analogue of the
classical Szegö kernel:

kSz(z, w) =
∑

α∈Fd

zαwα⊤

. (3.1)

Thus we have in general H2
Y(Fd) = H(kSz⊗IY). We let Sj denote the shift operator

Sj : f(z) =
∑

v∈Fd

fvz
v 7→ f(z) · zj =

∑

v∈Fd

fvz
v·j for j = 1, . . . , d (3.2)
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on H2
Y(Fd); when we wish to specify the coefficient space Y explicitly, we write

Sj ⊗ IY rather than only Sj . The adjoint of Sj : H2
Y(Fd) → H2

Y(Fd) is then given
by

S∗
j :

∑

v∈Fd

fvz
v 7→

∑

v∈Fd

fv·jz
v for j = 1, . . . , d. (3.3)

We let Mnc,d(U ,Y) denote the set of formal power series S(z) =
∑

α∈Fd
sαzα

with coefficients sα ∈ L(U ,Y) such that the associated multiplication operator
MS : f(z) 7→ S(z) · f(z) (see (2.1)) defines a bounded operator from H2

U (Fd) to
H2

Y(Fd). It is not difficult to show that Mnc,d(U ,Y) is the intertwining space for
the two tuples S⊗IU = (S1⊗IU , . . . , , Sd⊗IU ) and S⊗IY = (S1⊗IY , . . . , Sd⊗IY):
an operator X ∈ L(U ,Y) equals X = MS for some S ∈ Mnc,d(U ,Y) whenever Sj ⊗
IY)X = X(Sj ⊗ IU ) for j = 1, . . . , d (see e.g. [27] where, however, the conventions
are somewhat different). We define the noncommutative Schur class Snc,d(U ,Y) to
consist of such multipliers S for which MS has operator norm at most 1:

Snc,d(U ,Y) = {S ∈ L(U ,Y) : MS : H2
Y(Fd) → H2

Y(Fd) with ‖MS‖op ≤ 1}. (3.4)

The following is the noncommutative analogue of Theorem 1.1 for this setting.

Theorem 3.1. Let S(z) ∈ L(U ,Y)〈〈z〉〉 be a formal power series in z = (z1, . . . , zd)
with coefficients in L(U ,Y). Then the following are equivalent:

(1) S ∈ Snc,d(U ,Y), i.e., MS : U〈z〉 → Y〈〈z〉〉 given by MS : p(z) → S(z)p(z)
extends to define a contraction operator from H2

U (Fd) into H2
Y(Fd).

(2) The kernel

KS(z, w) := kSz(z, w) − S(z)kSz(z, w)S(w)∗ (3.5)

is a noncommutative positive kernel (see (2.2) and (2.3)).
(3) There exists a Hilbert space X and a unitary connection operator U of the

form

U =

[
A B
C D

]
=




A1 B1

...
...

Ad Bd

C D


 :

[
X
U

]
→




X
...
X
Y


 (3.6)

so that S(z) can be realized as a formal power series in the form

S(z) = D +

d∑

j=1

∑

v∈Fd

CAvBjz
v · zj = D + C(I − Z(z)A)−1Z(z)B (3.7)

where we have set

Z(z) =
[
z1IX . . . zdIX

]
, A =




A1

...
Ad


 , B =




B1

...
Bd


 . (3.8)

(4) There exists a Hilbert space X and a contractive block operator matrix U
as in (3.6) such that S(z) is given as in (3.7)

Proof. (1) =⇒ (2) is Theorem 3.15 in [14]. A proof of (2) =⇒ (3) is done in
[15, Theorem 5.4.1] as an application of the Sz.-Nagy-Foiaş model theory for row
contractions worked out there following ideas of Popescu [26, 27]; an alternative
proof via the “lurking isometry argument” can be found in [14, Theorem 3.16].
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The implication (3) =⇒ (4) is trivial. The content of (4) =⇒ (1) amounts to
Proposition 4.1.3 in [15]. �

We note that formula (3.7) has the interpretation that S(z) is the transfer func-
tion of the multidimensional linear system with evolution along Fd given by the
input-state-output equations

Σ:






x(1 · α) = A1x(α) + B1u(α)
...

...
x(d · α) = Adx(α) + Bdu(α)
y(α) = Cx(α) + Du(α)

(3.9)

initialized with x(∅) = 0. Here u(α) takes values in the input space U , x(α) takes
values in the state space X , and y(α) takes values in the output space Y for each
α ∈ Fd. If we introduce the noncommutative Z-transform

{x(α)}α∈Fd
7→ x̂(z) :=

∑

α∈Fd

x(α)zα

and apply this transform to each of the system equations in (3.9), one can solve for
ŷ(z) in terms of û(z) to arrive at

ŷ(z) = TΣ(z) · û(z)

where the transfer function TΣ(z) of the system (3.9) is the formal power series
with coefficients in L(U ,Y) given by

TΣ(z) = D +

d∑

j=1

∑

α∈Fd

CAvBjz
vzj = D + C(I − Z(z)A)−1Z(z)B. (3.10)

For complete details, we refer to [15, 10, 11].
The implication (4) =⇒ (2) can be seen directly via the explicit identity (3.11)

given in the next proposition; for the commutative case we refer to [1, Lemma 2.2].

Proposition 3.2. Suppose that U = [ A B
C D ] : X ⊕ U → X d ⊕ Y is contractive

with associated transfer function S ∈ Snc,d(U ,Y) given by (3.7). Then the kernel
KS(z, w) given by (3.5) is can also be represented as

KS(z, w) = C(IX − Z(z)A)−1(IX − A∗Z(w)∗)−1C∗ + DS(z, w) (3.11)

where

DS(z, w) =
[
C(IX − Z(z)A)−1Z(z) IY

]
kSz(z, w)

· (I − UU∗)

[
Z(w)∗(I − A∗Z(w)∗)−1C∗

IY

]
. (3.12)

Proof. For a fixed α ∈ Fd, let us set

Xα = zαwα⊤

IY − S(z)zαwα⊤

S(w)∗, (3.13)

Yα =
[
C(I − Z(z)A)−1Z(z) IY

]
zαwα⊤

(I − UU∗)

[
Z(w)∗(I − A∗Z(w)∗)−1C∗

IY

]
.

Note that by (3.5) and (3.1),
∑

α∈Fd

Xα = KS(z, w) and
∑

α∈Fd

Yα = DS(z, w).
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Therefore (3.11) is verified once we show that
∑

α∈Fd

Xα −
∑

α∈Fd

Yα = C(I − Z(z)A)−1(I − A∗Z(w)∗)−1C∗. (3.14)

Substituting (3.7) into (3.13) gives

Xα = zαwα⊤

IY − [D + C(I − Z(z)A)−1Z(z)B] · zαwα⊤

·

· [D∗ + B∗Z(w)∗(I − A∗Z(w)∗)−1C∗]

= zαwα⊤

(IY − DD∗) − C(I − Z(z)A)Z(z)BD∗zαwα⊤

− zαwα⊤

DB∗Z(w)∗(I − A∗Z(w)∗)−1C∗

− C(I − Z(z)A)−1Z(z)B · zαwα⊤

· B∗Z(w)∗(I − A∗Z(w)∗)−1C∗.

On the other hand, careful bookkeeping and use of the identity

I − UU∗ =

[
I − AA∗ − BB∗ −AC∗ − BD∗

−CA∗ − DB∗ I − CC∗ − DD∗

]

gives that

Yα = C(I − Z(z)A)−1Z(z) · zαwα⊤

· (I − AA∗ − BB∗)Z(w)∗(I − A∗Z(w)∗)−1C∗

− C(I − Z(z)A)−1Z(z)(AC∗ + BD∗)zαwα⊤

− zαwα⊤

(CA∗ + DB∗)Z(w)∗(I − A∗Z(w)∗)−1C∗

+ zαwα⊤

(I − CC∗ − DD∗).

Further careful bookkeeping then shows that

Xα − Yα = zαwα⊤

CC∗ + C(I − Z(z)A)−1Z(z)AC∗zαwα⊤

+ zαwα⊤

CA∗Z(w)∗(I − A∗Z(w)∗)−1C∗

− C(I − Z(z)A)−1Z(z) · zαwα⊤

· (I − AA∗)Z(w)∗(I − A∗Z(w)∗)−1C∗

= C(I − Z(z)A)−1(zαwα⊤

IX − Z(z)zαwα⊤

Z(w)∗)(I − A∗Z(w)∗)−1C∗. (3.15)

Note that

Z(z) · zαwα⊤

· Z(w)∗ =

d∑

k=1

zkzαwα⊤

wk

and hence
∑

α∈Fd : |α|=N

Z(z)zαwα⊤

Z(w)∗ =
∑

α∈Fd : |α|=N+1

zαwα⊤

IX .

Therefore,
∑

α∈Fd

zαwα⊤

IX −
∑

α∈Fd

Z(z)zαwα⊤

Z(w)∗

=

∞∑

N=0

∑

α∈Fd : |w|=N

zαwα⊤

IX −
∞∑

N=1

∑

α∈Fd : |w|=N

zαwα⊤

IX = IX . (3.16)

Summing (3.15) and combining with (3.16) gives the result (3.14) as wanted. �
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Given a d-tuple of operators A1, . . . , Ad on the Hilbert space X , we let A =
(A1, . . . , Ad) denote the operator d-tuple while A denotes the associated column
matrix as in (3.8) considered as an operator from X into X d. If C is an operator
from X into an output space Y, we say that (C,A) is an output pair. The paper
[7] studied output pairs and connections with the associated state-output noncom-
mutative linear system (3.9). We are particularly interested in the case where in
addition (C,A) is contractive, i.e.,

A∗
1A1 + · · · + A∗

dAd + C∗C ≤ IX . (3.17)

In this case we have the following result.

Proposition 3.3. Suppose that (C,A) is a contractive output pair. Then:

(1) The observability operator

OC,A : x 7→
∑

α∈Fd

(CAvx)zα = C(I − Z(z)A)−1x (3.18)

maps X contractively into H2
Y(Fd).

(2) The space Ran OC,A is a NFRKHS with norm given by

‖OC,Ax‖H(KC,A) = ‖Qx‖X

where Q is the orthogonal projection onto (Ker OC,A)⊥ and with formal
reproducing kernel KC,A given by

KC,A(z, w) = C(I − Z(z)A)−1(I − Z(w)∗A∗)−1C∗. (3.19)

(3) H(KC,A) is invariant under the backward shift operators S∗
j given by (3.3)

for j = 1, . . . , d and moreover the difference-quotient inequality

d∑

j=1

‖S∗
j f‖2

H(KC,A) ≤ ‖f‖2
H(KC,A) − ‖f∅‖

2
Y for all f ∈ H(KC,A) (3.20)

is satisfied.
(4) H(KC,A) is isometrically included in H2

Y(Fd) if and only if in addition A
is strongly stable, i.e.,

lim
N→∞

∑

α∈Fd : |α|=N

‖Avx‖2 = 0 for all x ∈ X . (3.21)

Proof. We refer the reader to [7, Theorem 2.10] for complete details of the proof.
Here we only note that the backward-shift-invariance property in part (3) is a
consequence of the intertwining relation

S∗
jOC,A = OC,AAj for j = 1, . . . , d (3.22)

and that, in the observable case, (3.20) is equivalent to the contractivity property
(3.17) of (C,A). �

The paper [7] studies the NFRKHSs H(K) where the kernel K has the special
form KC,A for a contractive output pair as in (3.19). Here we wish to study the
noncommutative analogues of de Branges-Rovnyak spaces H(KS) with KS given
by (3.5).

The following corollary to Proposition 3.2 gives a connection between kernels of
the form KC,A for a contractive output pair (C,A) and kernels of the form KS for
a noncommutative Schur-class multiplier S ∈ Snc,d(U ,Y).
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Corollary 3.4. Suppose that the operator U of the form (3.6) is contractive with
associated noncommutative Schur multiplier S(z) given by (3.7). Suppose that the
associated output-pair (C,A) with A = (A1, . . . , Ad) is observable (i.e., the ob-
servability operator OC,A given by (3.18) is injective). Then the associated kernels
KS(z, w) and KC,A(z, w) given by (3.5) and (3.19) are the same

KS(z, w) = KC,A(z, w) (3.23)

if and only if U is coisometric.

Proof. By Proposition 3.2 the identity of kernels (3.23) holds if and only if the
defect kernel DS(z, w) defined in (3.12) is zero. Let us partition I − UU∗ as a
(d+1)× (d+1) block matrix with respect to the (d+1)-fold decomposition X d ⊕Y
of its domain and range spaces

I − UU∗ = [Mi,j ]1≤i,j≤d+1

and let us write DS(z, w) as a formal power series

DS(z, w) =
∑

v,v′∈Fd

Dv,v′zvwv′

.

It follows from (3.12) that Dv,v′ is given by

Dv,v′ =
∑

β,α,γ∈Fd,i,j∈{1,...,d} : βiα=v,α⊤jγ⊤=v′

CAβMi,jA
∗γ⊤

C∗

+
∑

β∈Fd,i∈{1,...,d} : βi=v(v′⊤)−1

Mi,d+1

+
∑

j∈{1,...,d},β∈Fd : jγ⊤=v′(v⊤)−1

Md+1,j + Md+1,d+1,

where in general we write

vw−1 =

{
v′ if v = v′w

undefined otherwise.

Considering the case v = v′ = ∅ leads to Md+1,d+1 = 0. Considering next the
case v = i0, v′ = ∅ leads to Mi0,d+1 = 0 for i0 = 1, . . . , d. Similarly, the case
v = ∅, v′ = j0 leads to Md+1,j0 = 0 for j0 = 1, . . . , d. Considering next the
case v = i0, v′ = j0 leads to CMi0,j0C

∗ = 0 for all i0, j0 = 1, . . . , d, and hence
C(I −UU∗)C∗ = 0. The general case together with an induction argument on the
length of words leads to the general collapsing

CAβ(I − UU∗)A∗γ⊤

C∗ = 0.

The observability assumption then forces I − UU∗ = 0, i.e., that U is coisometric
as wanted. �

Alternatively, we can suppose that we know only the contractive output pair
(C,A) and we seek to find a noncommutative Schur multiplier S ∈ Snc,d(U ,Y) so
that (3.23) holds. We start with a preliminary result.

Theorem 3.5. Let (C,A) with C ∈ L(X ,Y) be a contractive output-pair. Then
there exists an input space U and an S ∈ Snc,d(U ,Y) so that

KS(z, w) = KC,A(z, w). (3.24)
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Proof. By the result of Corollary 3.4, it suffices to find an input space U and an
operator [ B

D ] : U → X d ⊕Y so that U := [ A B
C D ] : X ⊕U → X d ⊕Y is a coisometry.

The details for such a coisometry-completion problem are carried out in the proof
of Theorem 2.1 in [8]. �

We now consider the situation where we are given a contractive output-pair
(C,A) and a noncommutative Schur multiplier S ∈ Snc,d(U ,Y) so that (3.24) holds.

Lemma 3.6. Let

F (z) =
∑

v∈Fd

Fvzv ∈ L(U ,Y) and G(z) =
∑

v∈Fd

Gvzv ∈ L(U ′,Y)

be two formal power series. Then the formal power series identity

F (z)F (w)∗ = G(z)G(w)∗ (3.25)

is equivalent to the existence of a (necessarily unique) isometry V from

DV := spanv∈Fd
Ran F ∗

v ⊂ U onto RV := spanv∈Fd
Ran G∗

v ⊂ U ′

so that the identity of formal power series

V F (w)∗ = G(w)∗ (3.26)

holds.

Proof. If there is an isometry V satisfying (3.26), equating coefficients of v⊤ gives

V F ∗
v = G∗

v.

The isometric property of V then leads to

Fv′F ∗
v = Gv′G∗

v for all v, v′ ∈ Fd (3.27)

from which we get
∑

v′,v∈Fd

Fv′F ∗
v zv′

wv⊤

=
∑

v′,v∈Fd

Gv′G∗
vz

v′

wv⊤

which is the same as (3.25) written out in coefficient form.
Conversely, the assumption (3.25) leads to (3.27). Then the formula

V : F ∗
v y 7→ G∗

vy for v ∈ Fd and y ∈ Y (3.28)

extends by linearity and continuity to a well-defined isometry (still denoted by V )
from DV onto RV . Since identification of coefficients of zv on both sides of (3.26)
reduces to (3.28), we see that (3.26) follows as wanted. �

Lemma 3.7. Let (C,A) be a contractive output pair and S ∈ L(U ,Y)〈〈z〉〉 a formal
power series. Then the following are equivalent:

(1) (3.24) holds, i.e.,

C(I − Z(z)A)−1(I − A∗Z(w)∗)−1C∗ = kSz(z, w)IY − S(z)kSz(z, w)S(w)∗. (3.29)

(2) The alternative version of (3.29) holds:

C(I − Z(z)A)−1(IX − Z(z)Z(w)∗)(I − A∗Z(w)∗)−1C∗ = I − S(z)S(w)∗. (3.30)
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(3) There is an isometry

V =

[
AV BV

CV DV

]
: [Ran(OC,A)∗]d ⊕ Y → X ⊕ U

so that we have the identity of formal power series:
[
AV BV

CV DV

] [
Z(w)∗(I − A∗Z(w)∗C∗

IY

]
=

[
(I − A∗Z(w)∗)−1C∗

S(w)∗

]
. (3.31)

Proof. (1) ⇐⇒ (2): Suppose that (3.29) holds. Then

C(I − Z(z)A)−1Z(z)Z(w)∗(I − A∗Z(w)∗)−1C∗

=

d∑

k=1

wkC(I − Z(z)A)−1(I − A∗Z(w)∗)−1C∗zk

=

d∑

k=1

wkkSz(z, w)zk − S(z)

(
d∑

k=1

wkkSz(z, w)zk

)
S(w)∗

= (kSz(z, w) − 1)IY − S(z) (kSz(z, w) − 1)S(w)∗

and consequently,

C(I − Z(z)A)−1(I − Z(z)Z(w)∗)(I − A∗Z(w)∗)−1C∗

= kSz(z, w)IY − S(z)kSz(z, w)S(w)∗

− [(kSz(z, w) − 1)IY − S(z) (kSz(z, w) − 1)S(w)∗]

= IY − S(z)S(w)∗

and we recover (3.30) as desired.

Conversely, assume that (3.30) holds. Multiplication of (3.30) on the left by wγ⊤

and on the right by zγ gives

C(I − Z(z)A)−1
(
zγwγ⊤

IX − Z(z)zγwγ⊤

Z(w)∗
)

(I − A∗Z(w)∗)−1C∗

= zγwγ⊤

IY − S(z)zγwγ⊤

S(w)∗. (3.32)

Summing up (3.32) over all γ ∈ Fd leaves us with (3.29). This completes the proof
of (1) ⇐⇒ (2).

(2) ⇐⇒ (3): Observe that (3.30) can be written in equivalent block matrix
form as

[
C(I − Z(z)A)−1Z(z) IY

] [Z(w)∗(I − A∗Z(w)∗)−1C∗

IY

]

=
[
C(I − Z(z)A)−1 S(z)

] [(I − A∗Z(w)∗)−1C∗

S(w)∗

]
.

Now we apply Lemma 3.6 to the particular case

F (w)∗ =

[
Z(w)∗(I − A∗Z(w)∗)−1C∗

IY

]
, G(w)∗ =

[
(I − A∗Z(w)∗)−1C∗

S(w)∗

]

to see the equivalence of (2) and (3). It is easily checked that DV for our case here
is the d-fold inflation of the observability subspace inside X d:

DV = [spanv∈Fd
Ran A∗vC∗]d ⊕ Y = [RanOC,A)∗]d ⊕ Y.

�
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Theorem 3.8. Suppose that S(z) ∈ Snc,d(U ,Y) and that (C,A) is an observable,
contractive output-pair such that (3.24) holds. Then there exists a unique operator

B =

[
B1

...
Bd

]
: U → X d so that U =

[
A B
C s∅

]
is a coisometry and U provides a

realization for S: S(z) = s∅ + C(I − Z(z)A)−1Z(z)B.

Proof. We are given the operators A : X → X d, C : X → Y and D = s∅ : U → Y
and seek an operator B : U → X d so that S(z) = D + C(I − Z(z)A)−1Z(z)B, or,
what is the same, so that

S(w)∗ = D∗ + B∗Z(w)∗(I − A∗Z(w)∗)−1C∗.

This last identity can be rewritten as
[
A∗ C∗

B∗ D∗

] [
Z(w)∗(I − A∗Z(w)∗)−1C∗

IY

]
=

[
(I − A∗Z(w)∗)−1C∗

S(w)∗

]
(3.33)

since the identity

A∗Z(w)∗(I − A∗Z(w)∗)−1C∗ + C∗ = (I − A∗Z(w)∗)−1C∗

expressing equality of the top components holds true automatically. Lemma 3.7
tells us that there is an isometry V =

[
AV BV

CV DV

]
: X d ⊕ Y → X ⊕ U which has the

same action as desired by
[

A∗ C∗

B∗ D∗

]
in (3.33). It suffices to set B∗ = CV . �

We say that two colligations U = [ A B
C D ] : X ⊕ U → X d ⊕ Y and U′ =

[
A′ B′

C′ D′

]

are unitarily equivalent if there is a unitary operator U : X → X ′ such that
[
⊕d

k=1U 0
0 IY

] [
A B
C D

]
=

[
A′ B′

C′ D′

] [
U 0
0 IU

]
.

Corollary 3.9. Any two observable, coisometric realizations U and U′ for the
same S ∈ Snc,d(U ,Y) are unitarily equivalent.

Proof. Suppose that U = [ A B
C D ] and U′ =

[
A′ B′

C′ D′

]
are two such realizations. From

Proposition 3.2 we see that

KC,A(z, w) = KC′,A′(z, w).

Then Theorem 2.13 of [7] implies that (C,A) is unitarily equivalent to (C′,A′), so
there is a unitary operator U : X → X ′ such that

C′ = CU∗ and A′
j = UAjU

∗ for j = 1, . . . , d.

Then Ũ =
[

A′ (⊕d
k=1

U)B

C′ D

]
and U′ =

[
A′ B′

C′ D

]
both give coisometric realizations of

S with the same observable output pair (C′,A′). By the uniqueness assertion of
Theorem 3.5, it follows that B′ = (⊕d

k=1U)B as well, and hence U and U′ are
unitarily equivalent. �

4. de Branges-Rovnyak model colligations

In this section we show that any S ∈ Snc,d(U ,Y) has a canonical observable,
coisometric realization which uses H(KS) as the state space. We first need some
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preliminaries concerning the finer structure of the noncommutative de Branges-
Rovnyak functional-model spaces H(KS). Let us denote the Taylor coefficients of
S(z) as sv, so

S(z) =
∑

v∈Fd

svzv,

to avoid confusion with the (right) shift operators Sj : f(z) 7→ f(z) · zj .
Just as in the classical case, the de Branges-Rovnyak space H(KS) has several

equivalent characterizations.

Proposition 4.1. Let S ∈ Snc,d(U ,Y) and let H be a Hilbert space of formal power
series in Y〈〈z〉〉. Then the following are equivalent.

(1) H is equal to the NFRKHS H(KS) isometrically, where KS(z, w) is the
noncommutative positive kernel given by (3.5).

(2) H = Ran (I − MSM∗
S)1/2 with lifted norm

‖(I − MSMS)1/2g‖H = ‖Qg‖H2

Y
(Fd) (4.1)

where Q is the orthogonal projection of H2
Y(Fd) onto (Ker (I−MSM∗

S)1/2)⊥.
(3) H is the space of all formal power series f(z) ∈ Y〈〈z〉〉 with finite H-norm,

where the H-norm is given by

‖f‖2
H = sup

g∈H2

U
(Fd)

{
‖f + MSg‖2

H2

Y
(Fd) − ‖g‖2

H2

U
(Fd)

}
. (4.2)

Proof. (1) ⇐⇒ (2): It is straightforward to verify the identity

(I − MSM∗
S)(kSz(·, w)y) = KS(·, w)y for each y ∈ Y.

(The interpretation for this is that, for each word γ, the coefficient of wγ of the left
hand side agrees with the coefficient of wγ on the right hand side as elements of
H(kSzIY) = H2

Y(Fd)—see [14]). We then see that

〈(I − MSM∗
S)kSz(·, w

′)y′, (I − MSM∗
S)kSz(·, w)y〉H(KS)〈〈w′〉〉×H(KS)〈〈w〉〉)

= 〈KS(·, w′)y′, KS(·, w)y〉H(KS)〈〈w′〉〉×H(KS)〈〈w〉〉

= 〈KS(w, w′)y′, y〉Y〈〈w′,w〉〉×Y

= 〈KS(·, w′)y′, kSz(·, w)y〉H2

Y
(Fd)〈〈w′〉〉×H2

Y
(Fd)〈〈w〉〉

= 〈(I − MSM∗
S)kSz(·, w

′)y′, kSz(·, w)y〉(H2

Y
(Fd)〈〈w′〉〉×H2

Y
(Fd)〈〈w〉〉).

It follows that Ran (I − MSM∗
S) ⊂ H(KS) with

〈(I − MSM∗
S)g, (I − MSM∗

S)g′〉H(KS) = 〈(I − MSM∗
S)g, g′〉H2

Y
(Fd)

for g, g′ ∈ H2
Y(Fd). The precise characterization H(KS) = Ran (I − MSM∗

S)1/2

with the lifted norm (4.1) now follows via a completion argument.
(2) ⇐⇒ (3): This follows from the argument in [31, NI-6].

�

Proposition 4.2. Suppose that S ∈ Snc,d(U ,Y) and let H(KS) be the associated
NFRKHS where KS is given by (3.5). Then the following conditions hold:

(1) The NFRKHS H(KS) is contained contractively in H2
Y(Fd):

‖f‖2
HY(Fd) ≤ ‖f‖2

H(KS) for all f ∈ H(KS).
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(2) H(KS) is invariant under each of the backward-shift operators S∗
j given by

(3.3) for j = 1, . . . d, and moreover, the difference-quotient inequality (3.20)
holds for H(KS):

d∑

j=1

‖S∗
j f‖2

H(KS) ≤ ‖f‖2
H(KS) − ‖f∅‖

2. (4.3)

(3) For each u ∈ U and j = 1, . . . , d, the vector S∗
j (MSu) belongs to H(KS)

with the estimate

d∑

j=1

‖S∗
j (MSu)‖2

H(KS) ≤ ‖u‖2
U − ‖s∅u‖

2
Y . (4.4)

Proof. We know from Theorem 3.1 that S(z) can be realized as in (3.6) and (3.7)
with U = [ A B

C D ] a coisometry (or even unitary). From Proposition 3.2 it follows that
KS(z, w) = KC,A(z, w) and hence H(KS) = H(KC,A) isometrically. Conditions (1)
and (2) now follow from the properties of H(KC,A) listed in Proposition 3.3 and
the discussion immediately following.

One can also prove points (1) and (2) directly from the characterization of H(KS)
in part (3) of Proposition 4.1 (and thereby bypass realization theory) as follows;
these proofs follow the proofs for the classical case in [16, 17]. For the contractive
inclusion property (part (1)), note that

‖f‖2
H2

Y
(Fd) =

[
‖f + MSg‖2

H2

Y
(Fd) − ‖g‖2

H2

U
(Fd)

]∣∣∣
g=0

≤ sup
g∈H2

U
(Fd)

{
‖f + MSg‖2

H2

Y
(Fd) − ‖g‖2

H2

U
(Fd)

}
= ‖f‖2

H(KS).

To verify part (2), we compute

d∑

j=1

‖S∗
j f‖2

H(KS) = sup
gj





d∑

j=1

[
‖S∗

j f + MSgj‖
2
H2

Y
(Fd) − ‖gj‖

2
H2

U
(Fd)

]




= sup
gj





d∑

j=1

[
‖SjS

∗
j f + MS(gjzj)‖

2 − ‖gjzj‖
2
H2

U
(Fd)

]




= sup
gj





d∑

j=1

‖SjS
∗
j f + MS(gjzj)‖

2
H2

Y
(Fd) + ‖f∅‖

2
Y −

d∑

j=1

‖gjzj‖
2
H2

U
(Fd)



− ‖f∅‖

2
Y

= sup
g∈H2

Y
(Fd) : g∅=0

{
‖f + MSg‖2

H2

Y
(Fd) − ‖g‖2

H2

U
(Fd)

}
− ‖f∅‖

2
Y

≤ sup
g∈H2

Y
(Fd)

{
‖f + MSg‖2

H2

Y
(Fd) − ‖g‖2

H2

U
(Fd)

}
− ‖f∅‖

2
Y = ‖f‖2

H(KS) − ‖f∅‖
2
Y

and part (2) of Proposition 4.2 follows.
To verify part (3), we again use the third characterization of H(KS) in Proposi-

tion 4.1. Pick g1, . . . , gd ∈ H2
U (Fd) and let

g̃ =

d∑

j=1

gjzj =

d∑

j=1

Sjgj .
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Since S∗
j Si = δijI for i, j = 1, . . . , d where δij is the Kronecker’s symbol, we have

‖g̃‖2
H2

U
(Fd) =

d∑

j=1

‖Sjgj‖
2
H2

U
(Fd) =

d∑

j=1

‖gj‖
2
H2

U
(Fd) (4.5)

and, since the multiplication operator MS commutes with Sj for j = 1, . . . , d, we
have also

‖MS g̃‖2
H2

U
(Fd) =

d∑

j=1

‖MSgj‖
2
H2

U
(Fd). (4.6)

Next we note that

‖S∗
j (MSu) + MSgj‖

2
H2

Y
(Fd) = ‖S∗

j (MSu)‖2 + 2ℜ〈S∗
j (MSu), MSgj〉 + ‖MSgj‖

2

= 〈SjS
∗
j (MSu), MSu〉 + 2ℜ〈MSu, MSgjzj〉 + ‖MSgj‖

2.

Summing up the latter equalities for j = 1, . . . , d, making use of (4.6) and applying
the identity

f − f∅ =

d∑

j=1

SjS
∗
j f (f ∈ H2

Y(Fd)

to f = MSu, we get

d∑

j=1

‖S∗
j (MSu) + MSgj‖

2
H2

Y
(Fd) = 〈MSu − s∅u, MSu〉 + 2ℜ〈MSu, MS g̃〉 + ‖MS g̃‖2

= ‖MSu‖2 − ‖s∅u‖
2 + 2ℜ〈MSu, MS g̃〉 + ‖MS g̃‖2

= ‖MSu + MS g̃‖2
H2

Y
(Fd) − ‖s∅u‖

2
Y . (4.7)

Since ‖MS‖op ≤ 1 and since g̃∅ = 0, we have

‖MSu + MS g̃‖2
H2

Y
(Fd) = ‖MS(u + g̃)‖2

H2

Y
(Fd)

≤ ‖u + g̃‖2
H2

U
(Fd) = ‖u‖2

U + ‖g̃‖2
H2

U
(Fd). (4.8)

Adding (4.5), (4.7) and (4.8) gives

d∑

j=1

[
‖S∗

j (MSu) + MSgj‖
2
H2

Y
(Fd) − ‖gj‖

2
H2

U
(Fd)

]
≤ ‖u‖2

U − ‖s∅u‖
2
Y .

The latter estimate is uniform with respect to gj ’s and then taking suprema we con-
clude (by the third characterization of H(KS) in Proposition 4.1) that S∗

j (MSu) ∈
H(KS) for each j = 1, . . . , d with the estimate

d∑

j=1

‖S∗
j (MSu)‖2

H(KS) ≤ ‖u‖2
U − ‖s∅u‖

2
Y ,

This concludes the proof of Proposition 4.2. �

Let us define an operator E : H2
Y(Fd) → Y by

E :
∑

v∈Fd

fvz
v 7→ f∅. (4.9)
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As is observed in [7, Proposition 2.9] and can be observed directly,

ES∗vf = E

(
∑

α∈Fd

fαv⊤zα

)
= fv⊤ for all f(z) =

∑

α∈Fd

fαzα ∈ H2
Y(Fd) and v ∈ Fd.

(4.10)
Hence the observability operator OE,S : H2

Y(Fd) → H2
Y(Fd) defined as in (3.18)

works out to be

OE,S∗ = τ

where τ is the involution on H2
Y(Fd) given by

τ :
∑

v∈Fd

fvz
v 7→

∑

v∈Fd

fv⊤zv. (4.11)

For this reason we use the “reflected” de Branges-Rovnyak space

Hτ (KS) = τ ◦ H(KS) := {τ(f) : f ∈ H(KS)} (4.12)

as the state space for our de Branges-Rovnyak-model realization of S rather than
simply H(KS) as in the classical case. We define

‖τ(f)‖Hτ (KS) = ‖f‖H(KS).

Recall that the operator of multiplication on the right by the variable zj on H2
Y(Fd)

was denoted in (3.2) by Sj rather than by SR
j for simplicity. We shall now need its

left counterpart, denoted by SL
j and given by

SL
j : f(z) =

∑

v∈Fd

fvz
v 7→ zj · f(z) =

∑

v∈Fd

fvz
j·v (4.13)

with adjoint (as an operator on H2
Y(Fd)) given by

(SL
j )∗ :

∑

v∈Fd

fvz
v 7→

∑

v∈Fd

fj·vzv. (4.14)

For emphasis we now write SR
j rather than simply Sj . We then have the following

result.

Theorem 4.3. Let S(z) ∈ Snc,d(U ,Y) and let Hτ (KS) be the associated de Bran-
ges-Rovnyak space given by (4.12). Define operators

AdBR,j : Hτ (KS) → Hτ (KS), BdBR,j : U → Hτ (KS) (j = 1, . . . , d),

CdBR : Hτ (KS) → Y, DdBR : U → Y

by

AdBR,j = (SL
j )∗|Hτ (KS), BdBR,j = τ(SR

j )∗MS|U = (SL
j )∗τMS |U ,

CdBR = E|Hτ (KS), DdBR = s∅ (4.15)

where E is given by (4.9), and set

AdBR =




AdBR,1

...
AdBR,d


 : Hτ (KS) → Hτ (KS)d, BdBR =




BdBR,1

...
BdBR,d


U → Hτ (KS)d.

Then

UdBR =

[
AdBR BdBR

CdBR DdBR

]
:

[
Hτ (KS)

U

]
→

[
Hτ (KS)d

Y

]
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is an observable coisometric colligation with transfer function equal to S(z):

S(z) = DdBR + CdBR(IHτ (KS) − Z(z)AdBR)−1Z(z)BdBR. (4.16)

Any other observable, coisometric realization of S is unitarily equivalent to this
functional-model realization of S.

Proof. As observed in Proposition 4.2, H(KS) is invariant under S∗
j for each j =

1, . . . , d. From the easily checked intertwining relations

(SL
j )∗τ = τ(SR

j )∗ for j = 1, . . . , d, (4.17)

the fact that H(KS) is invariant under each (SR
j )∗ implies that Hτ (KS) is invariant

under each (SL
j )∗ for j = 1, . . . , d. Hence the formula for AdBR,j in (4.15) defines an

operator on Hτ (KS). The first formula for BdBR,j in (4.15) defines an operator from
U into Hτ (KS) by part (3) of Proposition 4.2; this is consistent with the second
formula as a consequence of (4.17). From (4.10) it follows that the pair (E,S∗) is
observable and therefore, since C and A are restrictions of E and S respectively,
the pair (C,A) is also observable. Hence, for u ∈ U , making use of (4.10) gives

CdBRA∗v
dBRBdBR,ju = E(SL)∗vτS∗

j (MS · u) = sv·ju

and it follows that

DdBR + CdBR(I − Z(z)AdBR)−1Z(z)BdBR = s∅ +

∞∑

j=1

∑

v∈Fd

CdBRAv
dBRBdBR,jz

vzj

= s∅ +

d∑

j=1

∑

v∈Fd

sv·jz
vzj = S(z)

and (4.16) follows.
By Proposition 4.2 we know that H(KS) is contractively included in H2

Y(Fd), is

invariant under the backward-shift operators (SR
j )∗ given by (3.3) for j = 1, . . . , d

with the difference-quotient inequality (4.3) satisfied. Hence, by part (4) of Theo-
rem 2.8 in [7], it follows that the kernels KS and KCdBR,AdBR

match:

KS(z, w) = KCdBR,AdBR
(z, w). (4.18)

The fact that UdBR is coisometric now follows from Corollary 3.4. Finally, the
uniqueness statement in Theorem 4.3 follows from Corollary 3.9. �

Remark 4.4. The proof of Theorem 4.3 assumed knowledge of the candidate
operators (4.15) for a realization of S and then amounted to a check that these
operators work. We remark here that, once AdBR and BdBR are chosen so that
(4.18) holds, one can then solve for BdBR,1 . . . BdBR,d according to the prescription
(3.33) in the proof of Theorem 3.8:

B∗
dBRZ(w)∗(I − A∗

dBRZ(w)∗)−1C∗ = S(w)∗ − s∗∅

to arrive at the formula for BdBR,j (j = 1, . . . , d) in formula (4.15).

Remark 4.5. It is possible to make all the ideas and results of this paper symmetric
with respect to “left versus right”. Then the multiplication operator MS given by
(2.1) is really the left multiplication operator

ML
S =

∑

v∈Fd

sα(SL)v : f(z) 7→ S(z) · f(z).
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It is natural to define the corresponding right multiplication operator MR
S by

MR
S =

∑

v∈Fd

sα(SR)v.

In the scalar case U = Y = C where f(z) · S(z) makes sense, we have

MR
S : f(z) 7→ f(z) · (τ ◦ S)(z)

while in general we have

MR
S :

∑

v∈Fd

fvz
v 7→

∑

v∈Fd




∑

α,β∈Fd : αβ=v

sβ⊤fα


 zv.

The Schur-class Snc,d(U ,Y) is really the left Schur class SL
nc,d(U ,Y). The right Schur

class SR
nc,d(U ,Y) consists of all formal power series S(z) =

∑
v∈Fd

svz
v for which the

associated right multiplication operator MR
S =

∑
v∈Fd

sv(S
R)v has operator norm

at most 1. The kernel KS(z, w) given by (3.5) is really the left kernel KL
S (z, w)

given by

KS(z, w) = KL
S (z, w) = {[IY − ML

S (ML
S )∗](kSz(·, w))}(z).

It is then natural to define the corresponding right kernel

KR
S (z, w) = {[IY − MR

S (MR
S )∗](kSz(·, w))}(z).

Given an output pair (C,A), the observability operator OC,A given by (3.18) is
really the left observability operator OL

C,A with range space invariant under the

right backward-shift operators (SR
j )∗; the corresponding right observability operator

OR
C,A is given by

OR
C,A : x 7→

∑

α∈Fd

(CAv⊤

x)zα = C(I − Z(SR)A)−1x

and has range space invariant under the left backward shifts (SL
j )∗. The system (3.9)

is really a left noncommutative multidimensional linear system with left transfer
function (3.10)

TΣL(z) = D + C(I − Z(SL)A)−1Z(SL)B.

For a given colligation U = [ A B
C D ], there is an associated right transfer function

TΣR(z) = D + C(I − Z(SR)A)−1Z(SR)B

associated with the right noncommutative multidimensional linear system

ΣR :






x(α · 1) = A1x(α) + B1u(α)
...

...
x(α · d) = Adx(α) + Bdu(α)
y(α) = Cx(α) + Du(α)

(4.19)

initialized with x(∅) = 0. With these definitions in place, it is straightforward
to formulate and prove mirror-reflected versions of Theorem 3.1, Proposition 3.3,
Theorem 3.5, Theorem 3.8 (as well as Theorems 5.1 and 5.2 to come below); we leave
the details to the reader. With all this in hand, it is then possible to identify the
state-space Hτ (KS) = τ ◦ H(KL

S ) appearing in Theorem 4.3 as nothing other than
H(KR

S ). Thus, the functional-model realization for a given S as an element of the
left Schur class SL

nc,d(U ,Y) uses as state space the functional-model space H(KR
S )
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based on the right kernel KR
S while the realization of S as a member of the right

Schur-class SR
nc,d(U ,Y) uses as the state space the functional-model H(KL

S ) based

on the left kernel KL
S . Presumably it is possible to have an S in the left Schur-class

SL
nc,d(U ,Y) but not in the right Schur-class SR

nc,d(U ,Y) and vice-versa, although we
have not worked out an example. With this interpretation, the functional-model
realization in Theorem 4.3 becomes a more canonical extension of the classical
univariate case.

Let us say that S ∈ Snc,d(U ,Y) is inner if the multiplication operator

MS : H2
U (Fd) → H2

Y(Fd)

is isometric; such multipliers are the representers for shift-invariant subspaces in
Popescu’s Fock-space analogue of the Beurling-Lax theorem [26] (see also [7]). It
is now an easy matter to characterize which functional-model realizations as in
Theorem 4.3 go with inner multipliers.

Theorem 4.6. The Schur-class multiplier S ∈ Snc,d(U ,Y) is inner if and only if
S has an observable, coisometric realization (3.7) such that A = (A1, . . . , Ad) is
strongly stable (see (3.21)).

Proof. By Corollary 3.9, any observable, coisometric realization is unitarily equiv-
alent to the functional-model realization given in Proposition 4.2. Note that S is
inner if and only if I −MSM∗

S is an orthogonal projection. From the characteriza-
tion of H(KS) in part (2) of Proposition 4.1, we see that this last condition occurs if
and only if H(KS) is contained isometrically in H2

Y(Fd). By part (3) of Proposition
3.3, this in turn is equivalent to strong stability of A, and Theorem 4.6 follows. �

5. Shift-invariant subspaces and Beurling-Lax representation

theorems

Suppose that (Z, X) is an isometric input pair, i.e., Z = (Z1, . . . , Zd) where each
Zj : X → X and X : Y → X . We say that the input pair (Z, X) is input-stable if
the associated controllability operator

CZ,X :
∑

v∈Fd

fvzv 7→
∑

v∈Fd

Zv⊤

Xfv

maps H2
Y(Fd) into X . We say that the pair (Z, X) is exactly controllable if in

addition CZ,X maps H2
Y(Fd) onto X . In this case the associated controllability

gramian

GZ,X := CZ,X(CZ,X)∗

is strictly positive-definite on X . and is the unique solution H = GZ,X of the Stein
equation

H − Z1HZ∗
1 − · · · − ZdHZ∗

d = XX∗. (5.1)

By considering the similar pair

(Z′, X ′) with Z′ = (Z ′
1, . . . , Z

′
d) where Z ′

j = H−1/2ZjH
1/2 and X ′ = H−1/2X,

without loss of generality we may assume that the input pair (Z, X) is isometric,
i.e., (5.1) is satisfied with H = IX . We are interested in the case when in addition
Z∗ is strongly stable in the sense of (3.21); in this case GZ,X is the unique solu-
tion of the Stein equation (5.1). We remark that all these statements are dual to
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the analogous statements made for observability operators OC,A since the adjoint
(C,A) := (X∗,Z∗) of any input pair (Z, X) is an output pair.

Given any isometric input pair (Z, X) with Z∗ strongly stable, we define a left
functional calculus with operator argument as follows. Given f ∈ H2

Y(Fd) of the
form f(z) =

∑
v∈Fd

fvz
v, define

(Xf)∧L(Z) =
∑

v∈Fd

Zv⊤

Xfv =: CZ,Xf.

We define a subspace MZ,X to be the set of all solutions of the associated homo-
geneous interpolation condition:

MZ,X := {f ∈ H2
Y(Fd) : (Xf)∧L(Z) = 0}.

That MZ,X is invariant under the (right) shift operator Sj follows from the inter-
twining property CZ,XSj = ZjCZ,X verified by the following computation:

CZ,XSjf = (XSjf)∧L(Z) =
∑

v∈Fd

Z(vj)⊤Xfv = Zj ·
∑

v∈Fd

Zv⊤

Xfv

= Zj · (Xf)∧L(Z) = ZjCZ,Xf.

It is easily checked that MZ,X is closed in the metric of H2
Y(Fd). Hence, by

Popescu’s Beurling-lax theorem for the Fock space (see [26]) it is guaranteed that
MZ,X has a representation of the form

MZ,X = θ · H2
U(Fd) = Ran Mθ

for an inner multiplier θ ∈ Snc,d(U ,Y). Our goal is to understand how to compute
a transfer-function realization for θ directly from the homogeneous interpolation
data (Z, X). First, however, we show that shift-invariant subspaces M ⊂ H2

Y(Fd)
of the form M = MZ,X for an admissible input pair (Z, X) as above are not as
special as may at first appear.

Theorem 5.1. Suppose that M is a closed, shift-invariant subspace of H2
Y(Fd).

Then there is an isometric input-pair (Z, X) with Z∗ strongly stable so that M =
MZ,X.

Proof. If M is invariant for the operators Sj , then M⊥ is invariant for the operators
S∗

j for each j = 1, . . . , d. Hence by Theorem 2.8 from [7] there is an observable,

contractive output pair (C,A) so that M⊥ = H(KC,A) = Ran OC,A isometrically.
As M⊥ ⊂ H2

Y(Fd) isometrically, Proposition 3.3 tells us that we may take (C,A)
isometric and that A is strongly stable. Let (Z, X) be the input pair (Z, X) =
(A∗, C∗). As M⊥ = Ran OC,A, we may compute M as

M = (Ran OC,A)⊥ = Ker (OC,A)∗ = Ker CA∗,C∗ = Ker CZ,X

and Theorem 5.1 follows. �

We now suppose that a shift-invariant subspace is given in the form M = MZ,X

for an admissible homogeneous interpolation data set and we construct a realization
for the associated Beurling-Lax representer.

Theorem 5.2. Suppose that (Z, X) is an admissible homogeneous interpolation
data set and MZ,X = Ker CZ,X is the associated shift-invariant subspace. Let
(C,A) be the output pair defined by

(C,A) = (X∗,Z∗)
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and choose an input space U with dim U = rank (IX d⊕Y − [ A
C ] [ A∗ C∗ ]) and define

an operator [ B
D ] : U → X d ⊕ Y as a solution of the Cholesky factorization problem

[
B
D

] [
B∗ D∗

]
= IX d⊕Y −

[
A
C

] [
A∗ C∗

]
.

Set U = [ A B
C D ] and let θ ∈ Snc,d(U ,Y) be the transfer function of U:

θ(z) = D + C(I − Z(z)A)−1Z(z)B.

Then θ is inner and MZ,X = θ · H2
U (Fd).

Proof. If (Z, X) is an admissible homogeneous interpolation data set, then (Z, X)
is controllable and Z∗ is strongly stable. Since (C,A) = (X∗,Z∗), we have (C,A)
is observable and A is strongly stable. ¿From the construction of U, we know U is
coisometric. Then by Theorem 4.6, θ is inner and hence I−MθM

∗
θ is the orthogonal

projection of H2
Y(Fd) onto (Ran Mθ)

⊥. From part (2) of Proposition (4.1) it then
follows that

H(Kθ) = H2
Y ⊖ θ · H2

U (Fd) isometrically. (5.2)

On the other hand, again since U is coisometric, from Corollary 3.4 we see that
Kθ = KC,A and hence H(Kθ) = H(KC,A). Since A is strongly stable, Proposition
3.3 tells us that H(KC,A) is isometrically included in H2

Y(Fd) and is characterized
by

H(Kθ) = H(KC,A) = Ran OC,A = Ran (CZ,X))
∗. (5.3)

Comparing (5.2) with (5.3) and taking orthogonal complements finally leaves us
with

θ · H2
U (Fd) = (Ran (CZ,X)∗)⊥ = Ker CZ,X = MZ,X

and Theorem 5.2 follows. �
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[22] D.S. Kalyuzhny̆ı-Verbovetzkĭı and V. Vinnikov, Non-commutative positive kernels and their

matrix evaluations, Proc. Amer. Math. Soc. 134 (2006) no. 3, 805-816.
[23] S. McCullough and T. T. Trent, Invariant subspaces and Nevanlinna-Pick kernel,

J. Funct. Anal. 178 (2000), no. 1, 226–249.
[24] P.S. Muhly and B. Solel, Hardy algebras, W ∗-correspondences and interpolation theory,

Math. Annalen 330 (2004), 353-415.
[25] P.S. Muhly and B.‘Solel, Schr class operator functions and automorphisms of Hardy algebras,

Preprint.
[26] G. Popescu, Multi-analytic operators and some factorization theorems, Indiana

Univ. Math. J. 38 (1989), no. 3, 693-710.
[27] G. Popescu, Characteristic functions for infinite sequences of noncommuting operators, J. Op-

erator Theory 22 (1989) no. 1, 51-71.
[28] G. Popescu, Interpolation problems in several variables, J. Math. Anal. Appl., 227 (1998),

227–250.
[29] G. Popescu, Multivariable Nehari problem and interpolation, J. Funct. Anal. 200 (2003),

no. 2, 536–581.
[30] G. Popescu, Entropy and multivariable interpolation, Mem. Amer. Math. Soc. 184 (2006),

No.868.
[31] D. Sarason, Sub-Hardy Hilbert spaces in the unit disk, John Wiley and Sons Inc., New York,

1994.

Department of Mathematics, Virginia Tech, Blacksburg, VA 24061-0123, USA

E-mail address: ball@math.vt.edu

Department of Mathematics, The College of William and Mary, Williamsburg VA

23187-8795, USA

E-mail address: vladi@math.wm.edu

Department of Mathematics, Virginia Tech, Blacksburg, VA 24061-0123, USA

E-mail address: qlfang@math.vt.edu


