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1. Introduction

In this paper we study the bitangential interpolation problem for a class of con-
tractive valued functions on the unit ball of C¢. To introduce this class we first
recall some definitions.

Let Q be a domain in C¢, let £ be a separable Hilbert space and let £(€)
stand for the set of all bounded linear operators on €. A L£(&)-valued function
K (z,w) defined on 2 x 2 is called a positive kernel if

Z C;K(Z(j)72(£))6g >0
=1

for every choice of an integer n, of vectors c1,...,cn, € € and of points z(D), ..,
2(") € Q. This property will be denoted by K(z,w) = 0. In what follows we
shall write K, (z) rather than K (z,w) if the last function will be considered as a
function of z with a fixed point w € Q.

For example, the kernel
1

kq(z,w) = mcd

(1.1)
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is positive on the unit ball BY = {z = (21,...,24) € C?: |z >+ ... + [z4]? < 1}
of C?. Points in C? will be denoted by z = (21,. .., 2zq), where zj € C. Throughout
the paper

d
(2 w) = (z, wea = 3 205 (2w e CY
j=1

stands for the standard inner product in C%.

Let H(kq) be the reproducing kernel Hilbert space with reproducing kernel
kq. This space exists and is unique by the result of Aronszajn [7]. For a Hilbert
space £ we consider the tensor product Hilbert space H(kq) ® &£, which can be
viewed as the space of E-valued functions in H(kq). By S4(€, E.) we denote the
Schur class of the unit ball, which consists of all L(&, E,)-valued analytic functions
S on B? such that the multiplication operator

Ms(f(2)) = 5(2)f(2),
maps contractively H(kq) ® £ into H(kq) ® E«. The latter condition means that
the following kernel is positive on B%:

_ Le, = S(2)S(w)”

K%(z,w) = =0 (z,w € BY).

1—(z, w) -

The following alternative characterizations of the class S4(€, &x) in terms of iso-
metric d—variable colligations is given in [16]. In what fallows, the symbol L(H, G)
stands for the set of all bounded operators acting from H into G.

Theorem 1.1. Let S be a L(E,E,)valued function analytic in BL. The following

are equivalent:

1. S belongs to Sy(&, Es).
2. There is an auziliary Hilbert space H and an analytic L(H,E,)-valued
function H(z) on B so that

I—5(2)S(w)*

1= (o w) = H(z)H(w)". (1.2)
3. There are analytic L(E, H)-valued functions G1,...,Gq on By such that
I-S5z)S(w)=GR)"(I-Z(2)"Z(w))Gw), (1.3)
where
G1(z)
G(z) = : and Z(z) = [z1ln ... zaln]. (1.4)
Ga(z)

4. There is a unitary operator

o[t 3] [21- (7
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such that
S(z)=D+C (I — Z(2)A) "' Z(2)B. (1.5)
For S of the form (1.5) relations (1.2) and (1.3) hold with

H(z) = C (I — Z()A)™"  and G(z) = (1@% - AZ(Z)>_1 B (L6)

and moreover,
S(z) = S(w) = H(z)(Z(z) - Z(w)) G(w)

-1
-1
= Cll—Z(:)A)7 (2(2) - Z2(w)) (Ipgr — AZ(w))  BLT)
The representation (1.5) is called a unitary realization of S € S4(€, E.).
Let Qgr, Qp and Q, C Qp be three sets. The data set for the interpolation
problem is as follows. We are given a one-to-one function
T=(m1,...,7q): Qp— B,
and a one-to-one function
g = (0'1,...,O'd)1 QL —>Ed

which maps Q\Q, and €, into the unit ball B¢ and into the unit sphere S =
J(B%), respectively. We are also given auxiliary Hilbert spaces £ and £r and
functions

a: Qp— L(EL,EL), b: Qr — L(Er,E),

c: Qp — L(EL,E), d: Qr — L(Er,Es).
Finally we are given d kernels

Aj(&p) s (Q\D) X Qr — L(ER, EL) (F=1,...,d),
d? kernels
(I)j,ﬁ(fhu): QRXQRH‘C(EI% SR) (.]762177d)
and a function ¥(€) on O, whose values are positive bounded operators on &y,
V() Q— L(EL), Y(§) =>0.

Problem 1.2. Find all functions S € S4(&, £,) such that S satisfies the following
interpolation conditions:

lim S(ro(¢))"a(€) = c(§) (€€ ), S(r(w)b(p) =d(p) (ueQr), (1.8)

where the limit is meant in the strong sense, and for some choice of associated
functions H(z) and Gi(z),...,Gq(z) in the representations (1.2), (1.3), it holds
that

b(§)"G;(7(8)) Ge(r(w)b(p) = @je(§, 1) (& € Qr; Jil=1,...,d),
a(&)"H(o(§))G((w)b(p) = Aj(§, 1) (€€ QN p€Qp; j=1,....d
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and finally,

le. = 5o@)SCaO) o) < wie) (e e ), (1.11)

where the limit in (1.11) is assumed to exist in the weak sense.

lim a(§)*

r—1 1—r

Note that for & € €, the first condition in (1.8) fixes the directional value of
the radial boundary limit of the interpolant S at the point o(¢) € S¢, whereas for
& € Qp\Qp, it reduces to an ordinary left sided condition

S(e(€))alg) = c(§) (€€ QL\Dy).

Note also that we are given only the left sided interpolation boundary condition in
(1.8); however, the “boundary part” of the problem is also bitangential: it follows
by an analogue of Carathéodory—Julia theorem for functions S € S4(&, &) (see
Lemma 2.2 below) that conditions (1.8) and (1.11) imply that

[a(O)ll = [l (€€ ) (1.12)
and the right sided interpolation condition

lim §(ro(€))e(£) = a(6)
is satisfied for every £ € .

Note two opposite particular cases of Problem 1.2: the nonboundary bitan-
gential problem (when 2, is the empty set) and the tangential boundary problem
(when Q7 \Qy is the empty set):

Problem 1.3. Given one-to-one functions ¢ : Q7 — B? and 7 : Qp — B<, find all
functions S € S4(&, &.) such that S satisfies interpolation conditions

S(e(€))a(g) =c(§) (€€Qr),  Sw)b(p) =d(u) (u€Qr),

and, for some choice of associated functions H(z) and Gi(z),...,Gq(z) in the
representations (1.2), (1.3), it holds that
a(§)"H(a(§)G;(r(n)b(p) = Aj(&p) (E€Qp, peQr; j=1,....d),

b(£)*G;(7(€))"Ge(T(1))b(1)

q)jf(f»,u') (5,#693; jaezlavd)

Problem 1.4. Given a function o : Q, — S%, find all functions S € S4(&, &) such
that

lim S(ro(§))*a(§) = c(§),

r—1

i a(e)- 16 = So(€)S(ro(€))”

r—1 1—1r2

and

a(§) < U(9).

The following remark shows that Problem 1.2 is in fact more general than
one might expect at first sight.
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Remark 1.5. The interpolation problem with n left interpolation conditions

S(eV(€)a;(6) =¢;(€) (G=1.....n)
where
aj: Q — L(E,E), ¢ Q — L(EL,E)
and Qi,...,9Q, are disjoint sets in C?, also can be included in the framework of
Problem 1.2 upon setting

n
0= U Q;, alg, =a; and c|g, =c;j.
j=1

Several right sided and two sided conditions can be considered in much the same
way.

In this paper we obtain a definitive solution of Problem 1.2. The existence
criterion (see Theorem 3.2) is in terms of the positivity of a certain operator-valued
Pick kernel P(&, ) (defined on (2 U Qg) x (2 U Qg) completely in terms of the
problem data) which must also satisfy a certain Stein identity (3.10). Following
the method of [16] and [12] (see also [25] and [27] for a more abstract version of
the method for one-variable problems), we show that solutions of the interpolation
problem correspond to unitary colligation extensions of a partially defined isomet-
ric colligation constructed explicitly from the interpolation data. In addition we
obtain a linear fractional parametrization for the set of all solutions (see Theorem
5.1) by a simple adaptation of the method of Arov and Grossman (see [8, 9]) for
the univariate case. This canonical form of the solution is really the motivation
behind the seemingly mysterious form of the interpolation conditions (1.9) and
(1.10).

We mention that various special cases of Problem 1.2 have been considered
before in the literature. The special case Problem 1.3 (with Q and Qg taken to
be finite sets) was considered in [16] and [12]; the formulation of the interpola-
tion conditions via an operator argument actually makes the problem considered
in [12] more general than Problem 1.3 in that interpolation conditions involving
arbitrarily high order derivatives are incorporated as well. The existence criterion
for Problem 1.2 was obtained by use of a lifting theorem for a noncommutative
Cuntz-Toeplitz operator algebra setup in the work of [6, 22, 31]. The special case of
Problem 1.3 (with finite €2, and finite dimensional £ and &,) was solved (including
with the linear fractional parametrization for the set of all solutions) in [5] via (1)
a recursive multivariable adaptation of the Schur algorithm, and (2) an adaptation
of reproducing kernel Hilbert space methods. The paper [17] solved the problem
by a multivariable adaptation of Potapov’s method [33]. The contribution of this
paper is to extend the method of [16] to handle Problem 1.2 in full generality (with
simultaneous interior and boundary interpolation conditions).

For the single-variable case (d = 1), boundary interpolation on the unit
disk for scalar-valued functions appears already in the work of Nevanlinna [34] as
well as in [3]. The paper [38] obtains necessary and sufficient conditions for the
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interpolation problem to be solved with the inequality condition (1.11) replaced
by equality. In general it is known that choosing a strictly contractive Schur-class
free parameter (which is always possible except in cases where the solution is
unique) leads to a solution with equality holding in condition (1.11); although we
do not prove this point here, this phenomenon also holds in our setting—as is
illustrated by the example which we give in Section 7 below. It is also known that
choosing the free parameter to be zero leads to an interpolant with interesting
special properties (the so-called “central solution”) and that choosing the free
parameter to be a contractive constant leads to a rational solution with McMillan
degree equal to at most the number of interpolation nodes (for the scalar case).
Recent work of Byrnes, Lindquist and collaborators (see [20] for a recent survey)
obtains a complete parametrization of such low degree interpolants—analogues
of this result for the matrix-valued case and for our multivariable setting remain
interesting open problems. We refer to the papers [11, 15, 18, 14] and the books
[13, 23] for operator-theoretic treatments of boundary interpolation problems for
the matrix-valued Schur-class for the d = 1 case.

The paper is organized as follows. Section 2 presents preliminaries on the
tangential analogue of the Julia-Carathéodory theorem implicit in the formulation
of the boundary interpolation conditions in Problem 1.2. Section 3 formulates the
existence criterion and proves the necessity part of the existence theorem. Section 4
establishes the correspondence between solutions of the interpolation problem and
characteristic functions of unitary colligations which extend a particular isometric
colligation constructed explicitly from the interpolation data. Section 5 introduces
the so-called universal unitary colligation and its characteristic function which
gives the linear fractional map which parametrizes the set of all solutions of the
interpolation problem in terms of a free Schur-class parameter. Section 6 presents
various applications of the main results, namely (1) a version of the Leech’s the-
orem for this setting, and (2) a tangential interpolation problem for contractive
multipliers from the space of constants to the Arveson space. The final Section 7
illustrates the theory for a simple sample problem with two interpolation nodes.

2. Preliminaries

In this section we present some preliminary results which are probably of indepen-
dent interest.

Lemma 2.1. Let A be a contraction on a Hilbert space H. Then the following limits
exist in the weak sense

R = lim(l—r) (I~ rA)~", (2.1)
Q = lim (I — rA)~! (I — A), (2:2)

and
lim(1 —7)? (I — rA*) " (I — A*A) (I — rA) "' = 0. (2.3)

r—1
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Moreover, R and @ are in fact orthogonal projections onto Ker(Iy — A) and
Ran(Iy — A*), respectively.

Proof: Since || (Iy — rA) "' < L, it follows that

sup [[(1—r) Iy — rA)_l I <1.

0<r<1
Therefore,
lim (1 — 2y —rA)" =0 (2.4)
and
lim(1—7) (I —rA) " (I — 4) = Tim(1-7) (IH (1 —7) (I —rA) ! A)

= 0. (2.5)
On the other hand, the £(H)-valued function
B(2) = (I — 2A) " (I + 2A)
is analytic and has a nonnegative real part in the unit disk: indeed,
P(z) + (=)
2
Therefore, it admits the Riesz—Herglotz representation

2w it Py
@(z)z/o 2 o)

et — z

= (Ing — 2A) " (Ing — |2]2AA") (I, — 2A") ' > 0. (2.6)

27
for a nonnegative £(H)—valued measure do(t), such that / do(t) = ®(0) = Iy.

0
Moreover, it follows by the principle of dominated convergence, that

lim (1 = r)@(r) = 20({0}), (2.7)

where ¢({0}) on the right hand side denotes the operator assigned to the point
t = 0 by the measure o and where the limit on the left hand side is meant in the
weak sense (for the proof see [23, Lemma 8.1]). Rewrite the last equality as

lim (1 —7) (Ir — rA)" (I + rA) = 20({0}) (2.8)
and take the average of (2.5) and (2.8):
lim (1= 7) (I = 7A4) " (Ie = (1= r)4) = o({0}),
which on account of (2.4), is equivalent to
lim (1 =) (I —rA) " = o ({0}).

Thus, the weak limit in (2.1) exists and defines a positive semidefinite operator
R = o({0}). For every vector z € K = Ker(I — A) (i.e., such that Az = ), it
holds that (1 —r) (I, — rA)"' 2 = & and therefore,

Rr =z, zck. (2.9)
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Furthermore, it follows from (2.1) that A and R commute and moreover,

AR=RA=1Im(1—7)(h—rA) ' A = lin 1-r ((IH Ayt IH)
g r— T
= lim 1or ; "Iy —rA)' = R.(2.10)

Since R is selfadjoint, we conclude that R(Iy — A*) = 0 and thus,
Rxr=0, z€Ran(ly— A*)= KL,

which together with (2.9) imply that R is the the orthogonal projection onto .

Let T stand for the limit on the left hand side in (2.3). To show that T =0
we start with the following evident equality

T o= lim(l-r)® (I~ rAN) T (I — r? A% A) (I — rA) !
—lim (1 —7r)2(1 —7r?) (I —r A A A (I —rA) . (211)

By (2.7),
lim (1 — r)2(®(r) + ®(r)*) = 0,

r—1

which in view of (2.6), can be written as

lim (1 — r)? (Iy — rA) " (I — P2 AA*) (I —rA*) ' =0

r—1

and thus, the first term on the right hand side of (2.11) is equal to zero. Using the
estimate ||(Iy — 7A) 7| < (1 —r)~! we see that the second term is equal to zero
as well. Thus, T = 0.

Finally, by (2.10),
lim (I, — rA T (I —A) = Iy — lim (1 —r) (I — rA)" A
= Iy—-RA=1Iy—R
Thus, @ = Iy — R and (2.2) follows from (2.1). O

Remark 2.2. Note that in fact, the limits in (2.1)—(2.3) exist in the strong sense.
Although we do not use this fact in our consideration, below we outline the sketch
of the proof, omitting details.

~

Let dX(t) be the spectral measure of a unitary dilation U € L(H) of A
(t € T). It follows (from the proof of Lemma 2.1) that
1—r
1—1rt

(1—r)I —rU) = /T ax(t) — 2({1}) (r—1) (2.12)



Vol. 46 (2003) Bitangential Interpolation 133

weakly (as r — 1), where X({1}) is the projection onto the space of fixed vectors
of U. Fix a vector g € H. Since {X(¢)} is a family of orthogonal projections,

1—17r
by
| [ Lzt

2

o = (Limon [ 1=mmon),

By the standard arguments applied to the scalar measure (d¥(t)g, g) we get
tim [[(1— 1)(7 — r0)gl1% = (S({1)g. )5, = [S({1Dgl%.

which together with weak convergence in (2.12) implies the strong convergence.
Since U is a unitary dilation of A, it follows that (I —rA)~! = P(I — rU) "},
where P is the projection of H onto ‘H, and thus, the limit R in (2.1) exists in the
strong sense. Now the strong convergence in (2.2) and (2.3) is clear.

The next lemma contains a tangential multivariable analogue of the Julia—
Carathéodory theorem. The classical (scalar single-variable) case is due G. Julia
[24] and [21] (see [37] for historic comments and also for an elegant proof involving
Hilbert space arguments), matrix single-variable generalizations were obtained in
[13, Chapter 21], [23, Section 8] and [29].

Lemma 2.3. Let S € Sy4(&, &), B €S, x € & and let H be a L(H, E.)-valued
function from the representation (1.2). Then:
1. The following three statements are equivalent:

1. S is subject to L := sup x* Le. = SIrB)S(rf)” x < 00
0<r<1 1—r2
2. The radial limit L := }eri x* le- = f(ﬁﬂr)f(?"ﬂ)* X exists.
3. The radial limit
ll_)rr% S(ro)'x=y (2.13)

exists in the strong sense and serves to define the vector'y € €. Further-
more,

lim S(rB)y =x, Iyl =[], (2.14)
(the limit is understood in the strong sense) and the radial limit

= tim Y'Y =X 5By
r—1 1—7r

(2.15)

exists.
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II. Any two of the three equalities in (2.13) and (2.14) imply the third.
III. If any of the three statements in part I holds true, then the radial limit

Ty = hrq H(rp)*x (2.16)
exists in the strong sense and

TiTy=L=L<L. (2.17)

Proof: First we prove all the statements for the single-variable case (d = 1).
The proofs of the two first statements and of the two last relations in (2.17) (in
other words, all the assertions that are not related to Tp) for the single-variable
case are contained in [23, Lemma 8.3, Lemma 8.4 and Theorem 8.5]. In fact, the
proofs in [23] are given for the case when the spaces £ and &, are finite dimen-
sional; however, the same arguments go through for the infinite dimensional case,
if the limits in (2.13) and (2.14) are understood in the weak sense. Furthermore,
estimates

IS(rp) > —y|* <21 =)L and [S(rB)y —x|* < 2AR(S(rB)"x —y, y)l
(established in the proof of [23, Lemma 8.3]) imply that the limits in (2.13) and
(2.14) exist in the strong sense.

Due to the second equality in (2.14) and since || = 1, the rule
R
y x

defines a rank one isometry from

(]} [£] o omf[ ]} <[ £]

It was shown in [27] (see also [26] and [19]) that every Schur function S satisfying
interpolation boundary conditions (2.13) and

lim x* fe. = S(rB)S(rf) x <L,
r—1 1 — 7’2
admits a unitary realization
S(z) =D+ 2C(Iy — zA)"'B (2.18)
. A B H H L .
with an operator U = [ C D } : [ < ] — { e }, which is a unitary

extension of the isometry V, that is,

B[R
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where C is identified with span{e} for an appropriate choice of a unit vector e € H.
Since U is unitary,

B* D* y

R
< )
which reduces to
C*x=VL(Iy — A*)e and D*x =y — 3VLB"e. (2.20)
Making use of (1.6) (for d =1 and z = 73 and of the first relation in (2.20) we get
H(rp)*x= (I - rﬁA*)f1 C*x = (I- rﬁA*)fl (I - BA") VLe.

Taking limits in the last identity as r tends to one and applying Lemma 2.1 (with
A replaced by SA*), we get

Ty = lim H(rf)"x = Pramm—snVLe, (2.21)
where the limit understood in the weak sense. Furthermore, by (2.18) and (2.20),
S(rp)*x = D*x+rpBB*(I— rBA*)fl C*x
y - BB*VLe +r3B* (I —rBA*) "' (I - BA*) Ve
y — (1—-r)3B* (I — ’I"BA*)_l VLe.

Therefore,

y*y _ly*_sjr({rﬂ)*x _ By*B* (I o TBA*)71 \/fe. (222)

It follows from (2.19) that
AVLe+ By = 3VLe

and therefore,
y*B* = VLe* (Bl — A*).

Substituting the latter equality into (2.22) and taking into account that 3 € T, we
get

Yy -y S(rB)x

1—r

Taking limits in the last identity as r tends to one and applying Lemma 2.1 (with
A replaced by BA*), we get, on account of (2.15) and (2.21), that

1

=Le*(I - BA4*) (I —rBA*) " e.

L= Le*Pﬁ(IH_ﬂA)e = T;T()
Since L = L, we get also L = T5To. It follows from (1.2) that
o e = SUB)SCH)”

1—1r2

x=x"H(rB)H(rp)*x

and thus,
L= lim | H(rB)"x|” = |[To]>
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The last equality together with the weak convergence of H(r3)*¢ to Ty as r — 1
implies (by the standard fact from functional analysis) that convergence in (2.21)
is in fact, strong. This completes the proof of lemma in the case d = 1.

For the case d > 2, let us introduce the slice-functions

Sp(¢) == 5(CB) and  Hp(¢) :== H(¢(H) (¢ D),

the first of which clearly belongs to the classical Schur class 81 (€, £.). Since 3 € S¢,
it follows that Z({8)Z(wB)* = (wly for every pair of ¢, w € C and thus, by (1.2),

Ie, = 55(C)Sp(w)™ = (1 = (W) Hp(¢)Hp(w)".
Applying one-variable results to slice-functions Sg and Hg and then returning to
the original functions S and H, we come to all of the desired assertions. O
Note that multivariable analogues of Julia—Carathéodory theorem in the set-
ting of holomorphic maps from B? into B? (and more generally, for holomorphic

maps between strongly pseudoconvex domains in unit balls) can be found in [36,
Section 8.5] and [1].

3. The solvability criterion

In this section we establish the solvability criterion of Problem 1.2. First we note
that if S meets the first interpolation condition (1.8) and the limit in (1.11) exists,
then condition (1.12) holds true and therefore, it is a necessary condition for
Problem 1.2 to have a solution.

Lemma 3.1. Let S € S4(E, E.) satisfy (1.11) and the first interpolation condition
n (1.8). Then the L(EL)-valued kernel

\Il(é') 5 =uc O
A& p) =1 a§) a(p) —c(§) c(p)
1—(o(&), o(n))

is positive on p and satisfies

(3.1)

otherwise

d
A, ) — Z%(OWA(&M) =a(f)*a(p) —c)c(n) (Epef). (32)

Proof: Since S belongs to Sq(€, &), the identity (1.2) holds for some L(H, &,)-
valued function H which is analytic on BY. Let Ty(€) stand for the following strong
limit

To(€) = lim H(ro(€))"a(§) (€ € 2y), (33)
which exists at every point £ € , by Lemma 2.3 and at every & € Qp\Q, by
analyticity of H. Setting z = ro(§) and w = ro(u) in (1.2) and multiplying the
resulting equality by a(£)* on the left and by a(u) on the right, we get

o= SUAENSITD)
) T T ) = (€ Hro(€) Hro()"a(n).
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Assuming that & # por € & Qp or pp & p we let ¥ — 1 in the last identity. In view
of (1.8) and (3.3), we get

a(§) a(u) —c(§)"e(p) _ .
The case when & = u € Qp, is handled by (1.11). Comparing (3.4) and (1.11) with
(3.1) we conclude that

A, 1) = To(§) To(p) + 7€) (1) (1 € D), (3.5)

where () is a function on € whose values are bounded operators from &, to an
auxiliary Hilbert space C which satisfies
e [ =0  ifE=peq,
V(&) ) = { 0 otherwise.
In particular, v(§) = 0 for every £ € Qp\ Q.
It follows from (3.5) that the kernel A is positive on §2y,. Identity (3.2) holds

true for £ = p € Qp due to (1.12) (in this case expressions on the left and right
hand sides of (3.2) both equal zero). For all other choices of £ and p in Qp, (3.2)

(3.6)

follows from (3.4) and (3.5). O
Theorem 3.2. Let A(&, 1) be given by (3.1) and let
Ie,, 0 0
0 Iey, :
E, = . s FEy = i , ..., Eg= () . (37)
0 0 Ie,,

Then Problem 1.2 has a solution if and only if the kernel P : (Qp UQg) X
(QLUQR) — L(EL @ (BIER)) given by

A(falu’) Zf f,,u S QLa
[A1(§>M) s Ad(&ﬂ)] lf E € QL7 ne QRv
]P’(f’ ’u) = [Al(,uag) s Ad(u7€)]* Zf 5 € Qg, we Qr, (38)
Q11 (&) oo DPra(é )
: : if €€ Qp.
Par(§p) .. Paa(ép)
is positive on Qp U QR,
P(ghu) = 0 (£7 JAS QL U QR)7 (39)

and satisfies the Stein identity

d
N(&E)"P(& u)N () — ZNj(f)*P(&u)Nj(u) = X (€)X (p) =Y ()Y (n), (3.10)
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for every &, u € Qp UQpg, where

I‘SL Zf 5 € QLu
Ie, i Qr,
N(g) _ Tl(é.)IER N](é‘) _ ( ) 153 'Lf g e llr
: if €€ Qg, E; if £€Qpr
7a(§) e
(3.11)
and
a(§) if £€Qy, c(§) if €y,
X(§) = Y(§) = (3.12)
d(§) if €€ Qr, b(&) if €€ Qg

Proof: Here we check the necessity of conditions (3.9), (3.10). The proof of
the sufficiency part is postponed until Section 4 where it will be obtained as a
consequence of stronger results. Let S be a solution of Problem 1.2, that is, let
relations (1.2), (1.3) and (1.7)—(1.11) be in force. By Lemma 2.3, the strong limit
in (3.3) exists for every £ € Qp and defines the function Ty on Q. Then from
(1.10) we have

Aj(& ) =To(§)"Gi(r(w)b(r) (E€QL, peQr;j=1,....d). (3.13)
Let for short

Tj(§) = Gi(r(€)b(§) (€€ Qr; j=1,....d) (3.14)
and
To(f) if f S QL7
T(¢) = (3.15)
[Ti(€) ... Tu(§)] if &€ Qp.
It follows from (3.1), (3.5), (3.13) and interpolation conditions (1.9) that
P(&, ) =T (&) T (1) + (&) (), (3.16)

where y(u) is defined as in (3.6) for p € Qp and is defined to be equal to 0 for
w € Qr. Note that (3.9) now follows immediately from (3.16).

From the definitions we see that the generalized Stein equation (3.10) breaks
out into three distinct cases, depending on whether &, p € Qp, € € Qp with p € Qp,
or &, pu € Qp. The first case is equivalent to (3.1) and holds by definition of A. The
other two are:

d
S (05(8) = ()A€ 1) = e(€) (1) — a(€)*d() (€ € Q. i€ Q) (3.17)
j=1
and
d d

(6 m) = Y m(©)@0(&, m)me(n) = (€)™ D) — d(€)*d(p) (&, € Q).

j=14¢=1

HM&

(3.18)
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The verification of the two last equalities is similar to the proof of Lemma 3.1. We
multiply (1.7) by a(€)* on the left and by b(u) on the right and set z = ro(§) and
w = 7(p) (where £ € Qp, and p € Q) in the resulting identity:

a(€)" (S(ra(€)) — S(r(w))) bl

=a(§)" H(ro(§)) (Z(ro(§)) — Z(7(n))) G(7(1))b(p)

d
= Z (roj(§) — (1) G (T (1)) b(1).

Jj=1

Making use of interpolation conditions (1.8), we get
lim a(§)" (S(ra(€)) — S(7(w))) b(k) = e(€)"b(u) — a(§)"d(n),

whereas conditions (3.13) leads to

d

d
lim Y~ (ro;(€) = 75()a(€)" H(ra(€)G; (r(w))b(p) = Y (05(6) = 7 () A, (&, ).
j=1

j=1

The three last equalities imply (3.17). Furthermore, for the case £ and p in Qg,
the identity

b(£)*b (1) = b()"S(r(£))"S(7(1))b(1)
=b()"G(7(€))" (I = Z(7(£))" 2 (7 (1)) G(7(1))b(1)
follows from (1.3). By the second condition in (1.8),
b(£)" () = b(£)"S(7(£))"S(r(1)b(p) = b(£) (1) — d(£)"d(p),
and by (1.9),

d d
—b(&)" (ZTJ(QGJ(T(@)*) (ZTJ(M)GJ(T(M))) b(x)
j=1 j=1
d d d
:Z(bjj(faﬂ)*ZZTj(f) (& m)me(p)
j=1 j=1¢=1
and the three last equalities imply (3.18). O

It follows from the last theorem that necessary and sufficient conditions for
Problems 1.3 and 1.4 to have a solution are that the kernel P and the kernel A are
positive on 7, U Qg and p, respectively.
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4. Solutions to the interpolation problem and unitary extensions
We recall that a d—variable colligation is defined as a quadruple
Q={H, F, G, U} (4.1)

consisting of three Hilbert spaces H (the state space), F (the input space) and G
(the output space), together with a connecting operator

_[A B]. ™M ®fH
-2 5] [F]-[%)
The colligation is said to be wunitary if the connecting operator U is unitary. A
colligation

o={H, F, G, U}

is said to be unitarily equivalent to the colligation Q if there is a unitary operator

M : 'H — H such that
{M 0:|U:[~J[M 0:|’

0 Ig 0 Ir
where
M
M = D OTH — ofH. (4.2)
M
The characteristic function of the colligation Q is defined as
So(z) =D+ C (I — Z(2)A) " Z(2)B, (4.3)

where Z(z) is defined as in (1.4). Thus, Theorem 1.1 asserts that a L£(&, &)—
valued function S analytic in B¢ belongs to the class Sq(&, &) if and only if it
is the characteristic function of some d—variable unitary colligation Q of the form
(4.1).

Remark 4.1. Unitarily equivalent colligations have the same characteristic func-
tion.

In this section we associate a certain unitary colligation to Problem 1.2. It
turns out that the characteristic function of this colligation is the transfer func-
tion of the Redheffer transform describing the set of all solutions of Problem 1.2.
Assuming that necessary conditions (3.9) and (3.10) for Problem 1.2 to have a
solution are in force, let P, N, N;, X and Y be the functions defined in (3.8),
(3.11) and (3.12).

Let Hy and Hpg be linear spaces of &£ -valued functions defined on 27 and
Er-valued functions defined on Qp, respectively, and taking nonzero values at at
most finitely many points. Let us set for short

Ho ZHL@(@?HR), Hi=Hp ®Hg. (4.4)
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Thus, elements of Hy can be viewed as functions f of finite support on 2 U Qg
such that f(£) € & for € € Qp and f(€) € ©fH for £ € Qp, and similarly for H,;.
Let X € L(H1, E) and Y € L(H1, &) be operators defined by

Xf=3 X©10, Y= Y (4.5)
3 3
and let D(h, g) be the quadratic form on Hy x Hy defined as
D(h,g) = > (P&, &)h(E))s 9(&i))es- (4.6)
&irj

Then it follows from (3.10) that
d
D(Nh, Ng) =Y D(N;h, Njg) = (Xh, Xg)e. — (Yh, Yg)e. (4.7)
j=1

We say that hy ~ hg if and only if D(hy — hs, y) = 0 for all y € Hy and denote [h]
the equivalence class of h with respect to the above equivalence. The linear space
of equivalence classes endowed with the inner product

([n], [y]) = D(h, y) (4.8)

is a prehilbert space, whose completion we denote by H. Rewriting (4.7) as

d
(INF, INf s+ (Y Y Fle =) (N, INi g + (Xf, XPe,
j=1
we conclude that the linear map
[Ny f]
| [N ] :
V. — 4.9
[ i [Naf] o
Xf
is an isometry from
szmos{{[];]{w,fem}c[g} (4.10)
onto
[N f]
_ : @IH
Rv = Clos [Ndf] , feEHL p C |: 61* ] . (4.11)
Xf

Theorems 4.2 and 4.3 below establish a correspondence between solutions S

to Problem 1.2 and unitary extensions of the partially defined isometry V given
n (4.6).
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Theorem 4.2. Any solution S of Problem 1.2 is the characteristic function of a
unitary colligation

(4.12)

2B (PR HRem ),

which is an extension of the isometry V defined from the data of Problem 1.2 as
in (4.9).

Proof: Let S be a solution to Problem 1.2. In particular, S belongs to
Sq(€, &) and by Theorem 1.1, it is the characteristic function of some unitary
colligation Q of the form (4.1). In other words, S admits a unitary realization
(1.5) with the state space H and equalities (1.2), (1.3) hold for functions H and
G defined via (1.6). The functions H and G are analytic and take respectively
L(H,E,.) and L(E, ®¢H)valued in BL. We shall use representations

S(z) =D+ H(2)Z(2)B= D+ CZ(2)G(z), (4.13)
of S (where H and G are defined in (1.6)), each of which is equivalent to (1.5).

The interpolation conditions (1.8)—(1.11) satisfied by S by assumption lead

to certain restrictions on the connecting operator U = [ é g ] Substituting

(4.13) into (1.8) we get (strongly)
lim (D + B*Z(ro(€)" H(ro(€))) a(€)
(D + CZ(7(£))G(7(£))) b(E)

c(§) (£€Qr),
d§) (£e€Qr). (4.14)

Making use of functions Ty, ..., Ty introduced in (3.3) and (3.14), one can rewrite
the two last relations as
Dra(§) + B*Z(0(£))"To(§) = c(§) (£ € ) (4.15)
and
d
Db(g) +CY_m(©T;(€) =d(€) (€€ Q). (4.16)
J=1

It also follows from (1.6) that
C+H(2)Z(2)A = H(z), B+ AZ(2)G(z) = G(z)
and therefore, that
C*a(€) + lim A*Z(ro(€))" H(ro(€))"a(€) = lim H(ro(£))*a(€) (¢ € O)

and
Bb(§) + AZ(1(£))G(1(£)b(§) = G(7(£))b(&) (€ € Qr).

The two last equalities can be written in terms of functions Tp, ..., T, as

Cra(§) + A" Z(0(£))" To(§) = To(§)  (§ € Q) (4.17)
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and
d Ti(§) |
Bb(&) + Ay 7(&)T;(¢) = : (§ €Qr). (4.18)
=t Ta(§) |
The equalities (4.15) and (4.17) can be written in matrix form as
|:g: g::| {Z(U(?()g*)To(g)} _ |:7;0((§)) (f €0, (4_19)
whereas the equalities (4.16) and (4.18) are equivalent to
T1(§)
A B 75(E)T;(8) :
|:C D:| ;J J ] — Td(é) (§€QR)
Pe) d(¢)
Since the operator [ é g ] is unitary, we conclude from (4.19) that
o1(§)"To(§)
A B To(§) | _ :
[ ¢ b ] [ (&) } | eterme | 5
a(g)
The two last relations can be combined into the single equation
T(§)N1(8)
A B || TN _ :
R S ECE PR FOR O IE BAED
X(¢)

for f € Hy, where T is given in (3.15). The interpolation conditions (1.9)—(1.11)
guarantee (see the proof of Theorem 3.2) the representation (3.16) of the kernel
P(&, 1) with a L(Er,C)—valued function v(§) on €, satisfying (3.6). Setting

~

To@)ﬁ”(f))] (€€ and fy(@[Tjﬂ (€cOm j=1,...d)

and

~

R T0(§> if f S QL7
To={ i
{T1(§) Td(f)} if § € Qg,

we get from (3.16) the following factorization:

P(¢, 1) = T(&) T (p)- (4.21)
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Let ¢2(Q1) be the Hilbert space of C-valued functions g on € such that

9(&)*g(n) = 0 for & # p, with the norm HQH?%(QL) = deszL Hg(f)”?c Let Hp
denote the set of all £;—valued functions on 2, taking nonzero values at at most

finitely many points. Then the set

G = {h(&) = 1(&)y(€) for somey € Hy}

is a subspace of E(%(Q 1,). Furthermore, the operator

An o1(8)"
A=11:2Qy&)— | [ 1y&) =Z(a(§)™(&y(&) (y€Hr)
Aa oa(§)*
(4.22)
is an isometry from G into ©¢G. Let
A1z
S
Ad2

be a unitary extension of A, where G is a Hilbert space containing G. Thus,

Aja(v(&)y(§)) = o) v y(&) (veHr; j=1,...,d). (4.23)
Let
A1 B1
A= and B=|:
Ad By

be the block decompositions of operators A and B from the unitary realization
(1.5) of S. Let

A=|:|, B=|:| and C=][C 0], (4.24)
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It is readily seen that the operator
_|4 B[,
C D|’

A~

[H &d] _ {@’{(7;*@ 3)}

is a unitary extension of U and that the unitary colligation
0={H&g, & &, U}

has the same characteristic function as Q, that is, S(z). We show that

o [ T(OM(©)
A B | [ TN _ : s
2ol TN e rome |16 4
X(6)
or, equivalently, that
- 1(&)To(€)
A B[] e | 0
[ ¢ o |lag]i0=] i o1 e
a()
T:(¢)
A B SO O] je = |
l a D] RN AN
d(¢)
for every f € Hi. Indeed, due to (4.20) and (4.22)—(4. 25) for £ € Qr, we have
A\ T‘ () f(6) +B c(& [(AJTO JQ,Y )f(g):|
) To(f)f(f)
while for £ € QQr we have
d
A (ZTj(é)fj(é)f(é“))Jr§jb(£)f(§) - [ EN+BPE) gy
= f GHGE

CT(Of(6) = CTIEfE) (j=1,...,d)

and (4.27) easily follows from the three last relations.
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Let T: Ho — H @ G be the operator given by

(Th)(E) = D (T(OR(E) +7(E)h(E)). (4.28)

3

Upon making subsequent use of (4.8), (4.6), (3.16) and (4.28), we have

((h), Whny = D(hy)
= §&<P<£i,sj)h<§j>, y(&))e
= gﬂ«sj)h(fj), T(&)y(&)) nec
= ;ﬁ;«T(@)h(&j), T(&)y(&))r + (1(E)Ro(€), Y(E)yo(&))e)
= <ZT(§j)h<fj>, ZT(&)y<@->> + (7P (), Y()yo())a
= (TZ, TY) 106 - ) b

Therefore, the linear transformation U : RanT — H defined by the rule
U: Tf—[f] (f€Ho) (4.29)

can be extended to the unitary map (which still is denoted by U) from Ran T onto
‘H. Setting

N:=Ho&G)oRanT and H:=H®N,

let us define the unitary map M : H& G — H by the rule

_J Ug if geRanT
Mg—{ g if geN. (4.30)

and let M be the block diagonal operator defined as in (4.2). Introducing the
operators

~

A=MAM*, B=MB, C=CM*, D=D (4.31)

we construct the colligation

QU

I}

[wlle

o= {ﬁ, £, E. [
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By definition, Qis unitarily equivalent to the initial colligation Q defined in (4.1).

By Remark 4.1, O has

the same characteristic function as Q, that is, S(z). It

remains to check that the connecting operator of Q is an extension of V, that is

B [N f]

B A I

H [ v ] gl e (4.32)
Xf

To this end, note that by (4.28)—(4.30) and block partitionings (3.11) and (4.2) of

N, Nj and M,

MY[Nf] = T(Nf)

and

for every function f €
structure (3.8), (4.2) of

M(z

Hy and j = 1,...,d. Taking into account the diagonal
E; and M, we now get from the last equality that

1)

~

T(§)N1(8) [N f]

(4.34)

~

€ | FeNue)

[Naf]
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Thus, upon making the subsequent use of (4.31), (4.33), (4.26) and (4.34), we get

~

A BI|[INAIT _ [M 01| A B|[M 0][I[Nf]
s ol =10 1]l e b IR
_[mo][4 B TN ()
Lo r]|cop (;{ Y () ]f(f))
_ [M o] (s[4 B[ TenNe
Lo 1| %:6 D { Y () ]f(f))
[ T(§)N:(8)
_ [M 0] :
o 11| 2] Ao
X(&)
[TV1 f]
_ : 4.35
[Naf] 439
L Xf
which proves (4.32) and completes the proof of the lemma. O

Theorem 4.3. Let U of the form (4.12) be a unitary extension of the isometry V
given in (4.9). Then the characteristic function S of the colligation @ = {H @
H, &, &, U},
~ - -1
S(z)=D+C (Jﬁ@ﬁ - Z(z)A) Z(2)B,

1s a solution to Problem 1.2.

Proof: We fix a factorization

P(&, ) =TT (), (4.36)

where T'(§) is partitioned into blocks as in (3.15) and define the operator T :
Ho —H by

Th =Y T(&)h(&). (4.37)
3

Due to (4.36), the linear transformation U : RanT — H defined in (4.29) can be
extended to the unitary map (which still is denoted by U) from RanT onto H.
Setting

N :=(H)oRanT and H:=RanT®N,
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we define the unitary map M : H — H as in (4.30) and let M be the block
diagonal operator defined as in (4.2). Then relations

[ T(§)N1(€) [N1f]
MI[Nf]=) T(EN(E) and M| : o= :
¢ ¢ L T(ONa(8) [Naf]
hold by construction. Therefore, the operator
U:{A B}:[M*O' A B [M 0]
C D 0O I]|C D 0 I

satisfies (4.20) (or equivalently, (4.15)—(4.18)), which can be easily seen from (4.35).
By Remark 4.1, the colligations U and U have the same characteristic functions
and thus, S can be taken in the form (1.5). Then the functions H and G from repre-
sentations (1.2) and (1.3) can be taken as in (1.6). We shall use the representations
(4.13) of S(z) which are equivalent to (1.5).

Since 7(¢) € B? for every & € Qp, the operator I — Z(7(£))A is boundedly
invertible for every ¢ € Qg. Rewriting (4.18) as

Ti(¢) T (8)
Bb(§) +AZ(m;(8) | 1 | = :
Ta(§) Ta(§) |
and making use of (1.6), we get
T1(¢) G(7(£)) ]
D | == AZ(1() 7' Bb(€) = : b(¢), (4.38)
Ty(S) Ga(7(8)) |

which being substituted into (4.14), leads to
Db(&) +CZ(r(£))(I — AZ(1(€))) ' Bb(§) =d(§) (€ € Qr),

which in turn, coincides with the second condition in (1.8). Moreover, by (3.8),
(4.36) and (4.38)

Pje(&n) = T(&) Telp)
= b(&)"G; (7€) Ge(r(m)b(p) (& peQr; jil=1,....d),
which coincides with (1.9).
For £ € Qr, by (2.3) (with A replaced by A*Z(c(§))*, it follows that

lim (1 =) (I = rZ((§))A) " (I = Z(a(€)AA* Z(a(€)") (I ~ rA*Z(0(€))")
=0,

which is equivalent, since AA* + BB* =1 and Z(0(§))Z(0(£))* =1, to
lim (1 =) (I = rZ(a(§)A) " Z(a(§))BB Z(0(€))" (I ~ rA"Z(0(£))") " =0.
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Therefore,
lim (1 —)B*Z(0(€))" (I - rA* Z(o(€))*) 'z =0 (for every z € H). (4.39)

Using expressions for D*a(§) and C*a(€) derived from (4.15) and (4.17), respec-
tively, we get
S(ro(€))7a(é) = Dra() +rB Z(a(€)" (I —rA"Z(0(€))) " Ca(é)
= ¢(§) =B Z(0(£))"To(§)
+rB*Z(0(€))" (I - rA*Z(0(€))") " (I = A" Z(0(€))") To (&)
= c(&) ~ (L=r)B Z(a(&)" (I - rA"Z(0(€))") " To(€). (4.40)

Taking limits in the last identity as r tends to one and taking into account (4.39),
we come to the first interpolation condition in (1.8).

Making use of (1.6) and of the expression for C*a(€) derived from (4.17) we

get
H(ro(§)'a€) = (I-A"Z(r0(€))")" C"a(¢)
= (LA Z(e(©)) T (- A Z(a(©)) To(e). (4.41)

Taking limits in the last identity as r tends to one and applying Lemma 2.1 (with
A replaced by A*Z(c(£))*, we get

To(€) = lim H(ro(9))"a() = Progzo@mo) (E€u),  (442)
where the convergence is understood (so far) in the weak sense. By (4.40),

c(§) c(§) — c(§)"S(ra(§)) a(§)
1—r

= c(§)*B"Z(0 ()" (I - rA*Z(0(£)") " To(&).
(4.43)
It follows from (4.20) that
ATo(§) + Be(§) = Z(0(£))" To(§)
and therefore,
c(§)"B* =To(£)"(Z(a() — A7).
Substituting the latter equality into (4.43) and taking into account that
Z(0(£))Z(a(§))" =1,
we get
c(§)"c(§) — c(§)"S(ra(§))"a(s)
1—r
= Tp(&)"(I = A*Z(0(&)") (I = 7 A" Z(0(£)") ™ To(é).
Taking (weak) limits in the last identity as r tends to one and applying Lemma
2.1 (with A replaced by A*Z(c(§))*, we get

i ©16)70(8) = 0(§)"5(ra(€)"a(8)

r—1 1—7r

= To(8) Promm—ze@ymLo() (£ € Qu).
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Existence of the last limit together with (1.12) and the first equality in (1.8) imply,
by Lemma 2.3, the existence of the weak limit

i (e 2= S0TE)Sro©))

r—1 1— 7"2

a(é),
the strong convergence in (4.42), and the equality

tim a(e)* =SS ) — Ty Toe) (€ € )

By (4.36), (4.42), (3.8) and (3.1), it follows that for every & € Qy,
e, = S(ra(€))S(ra(§))”

lim a(¢)" - s a(€) = To(&)To(€)
= Do) Pramze@ma 10©)
< To(€)"To(§) = A&, 6) = Y(§),

which proves (1.11). Finally, if £ € Q\Qo, then Z(0(§))A is strictly contractive
and it follows from (4.42) that Ty = H(o(§))*a(€) = Tp(§). By (4.36), (3.8) and
(4.38), we have for £ € Qp\Qp and pu € Qp,

a(§) H (o ()G, (1(p))b(u) = To(§) T (1) = Aj(& 1)
which proves (1.10) and completes the proof of theorem. O

5. The universal unitary colligation associated with the
interpolation problem

A general result of Arov and Grossman (see [8], [9]) describes how to parametrize
the set of all unitary extensions of a given partially defined isometry V. Their
result has been extended to the multivariable case in [16] and can be applied to
the present setting.

Let V: Dy — Ry be the isometry given in (4.9) with Dy and Rv given in
(4.10) and (4.11). Introducing the defect spaces

~

A[?]QDV and A*{

OIH

c. :| S Rv

and let A be another copy of A and A, be another copy of A, with unitary
identification maps

i: A— A and i*:A*—>E*.
Define a unitary operator Uy from Dy @ A & A, onto Ry & A, & A by the rule
Vaz, if x €Dy
Uz =< i(z) if ©€A, (5.1)
il (x) if e A,
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N 0
Identifying [DAV} with Eﬂ and rzv] with {@éH} , we decompose Uy defined by

(5.1) according to

Uin Uiz Uiz H @IH
Ug=| U Uz Uss E | — E.
Ui Usz O A, A

The “33” block in this decomposition is zero, since (by definition (5.1)), for every
i

?17_[ } and

therefore, is orthogonal to A (in other words Pz Uo|z =0, where Px stands for

the orthogonal projection of Rv & A, & A onto 5)

T € 5*, the vector Upz belongs to A, which is a subspace of [

The unitary operator Uy is the connecting operator of the unitary colligation

o-fu[ L] (5] e

which is called the universal unitary colligation associated with the interpolation
problem. According to (4.3), the characteristic function of this colligation is given
by

211(2) 212(2’)
E(Z) - 221(2) 222(2) :|

| U2 U23}+{U21

o (5.3)
Uso 0 Usq ] (I” - Z(Z)Ull) Z(Z) [UIQ UIS]

and belongs to the class Sy(€ ® K*, E.D 5)7 by Theorem 1.1.

Theorem 5.1. Let 'V be the isometry defined in (4.9), let X be the function con-
structed as above and let S be a L(E, E)-valued function. Then the following are
equivalent:

1. S is a characteristic function of a colligation
" A B
Q={C EBH,S,E*,[C D]}

with the connecting operator being a unitary extension of V.
2. S is of the form

—1
$(2) = () + DT () (I.a — T2(:)T(2)  Su(z)  (54)
where T is a function from the class Sy(€ ® 5*, E. D E)

This result (which has been proved in [16] for a more general setting) together
with Theorems 4.2 and 4.3 leads to a description of all solutions of Problem 1.2.
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As a corollary we obtain the sufficiency part of Theorem 3.2: under assump-
tions (3.9) and (3.10) the set of all functions parametrized by formula (5.4) is
nonempty.

Remark 5.2. Formula (5.4) with appropriately chosen coefficients 3;; parametrizes
the set of all solutions of Problem 1.3 and 1.4.

6. Applications
6.1. Leech’s Theorem

In conclusion we present some more corollaries. The functions A, B, C and D are
assumed to be defined on B<.

Theorem 6.1. There is a function S € S4(€, E,) such that
A(2)S(z) = C(z) (6.1)
if and only if the kernel
A(2)A(w)" = C(2)C(w)"
1—(z, w)

A(z,w) =

is positive on B®.
For the proof it is enough to apply Theorem 3.2 for
QL =B% Qr=0 o) =71(2)=z2
and b=d =0, a(z) = A(2)*, c(z) = C(2)*, A; =0, &, ; = 0.

Several remarks are in order. First we note that in the last theorem the
functions A and B are not assumed to be analytic. Under the assumption that
these functions are analytic and matrix—valued, the result appears in [4], where it
is obtained as a direct consequence of the fact that the kernel ﬁ is a complete
Nevanlinna—Pick kernel (for this independently interesting topic we refer to [2],
[16], [30], [32]). Note also that in the one variable formulation, Theorem 6.1 was
obtained in [28]. Under the assumption that A and B are analytic, the one-variable

result is known as Leech’s theorem and becomes an easy but elegant consequence
of the commutant lifting theorem [35, p.107].

The preceding analysis allows us to move further and to solve the following

Problem 6.2. Given functions A and C on B such that the kernel (6.2) is positive
on BY, find all functions S € S4(€, &.) giving factorization (6.1).

Indeed, the above setting includes Problem 6.2 in the general scheme of Prob-
lem 1.2 and thus, the set of all solutions is parametrized in terms of a Redheffer
transform as in Theorem 5.1.

Note also that [28] presents a two-sided one-variable version of the Theorem
6.1, which is not so nice for the multivariable case. Nevertheless, below we give a
right-sided and a two-sided multivariable versions of Theorem 6.1 (see Theorems
6.3 and 6.5 below), which are also consequences of Theorem 3.2.
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Theorem 6.3. There is a function S € Sq(&, Ex) such that
S(z)B(z) =D(z) (6.3)

if and only if there exists a positive kernel

D(z,w) = [‘I)jl(z,w)]izﬂ (6.4)
on B?, such that
d
> zwe®e(z,w) = > @5(z,w) = D(2)D(w)* — B(2)B(w)*. (6.5)
J,€=1 j=1

Note that Theorem 5.1 parametrizes the set of all solutions of the following

Problem 6.4. Given functions B and D on B¢ and given a positive kernel ®(z,w)
of the form (6.4) subject to (6.5), find all functions € Sy4(&, &) giving factorization
(6.3).

Theorem 6.5. There is a function S € Sg(€, &) subject to (6.1) and (6.3) if and
only if there exist a positive kernel ®(z,w) of the form (6.4) subject to (6.5) and
kernels Ay, ..., Ag subject to

d
> (2 —@))A(z,w) = C(2)B(w)” — A(2)D(w)",

j=1

such that the kernel

AA(Z7 w)* é)&l(z, w) e £d(Z7 w)
P(z,w) = 1(2:10) 11(:Z,w) 1d(:Z,w)
Ai(z,w)* Dgi(z,w) - Pgg(z,w)

is positive on B (A is the kernel given by (6.2)).

6.2. Tangential interpolation on the Arveson space

Let k4 be the kernel given by (1.1), let H(kq) be the corresponding reproduc-
ing kernel Hilbert space. In this section we apply the preceding analysis to the
operator-valued H(kq)-functions. To be more precise, let £ and &, be two Hilbert
spaces and let H(kq,E,E,) denote the space of L(&, &)-valued functions F(z)
such that the function z — (F(2)z, y)e, belongs to H(kq)(= H(kq,C,C)) for
every choice of z € £ and y € &,. The space H(kq, E,E,) can (and will) be iden-
tified with the tensor product Hilbert space H(kq) ® L(€, &.). For multiindicies
n=(ny, ..., ng) € N we shall use the standard notations

ny+ng+...+ng=|n, nilna!...ng! = nl, 2 2y? L 2yt = 2"
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It can be shown (see, e.g., [10, Lemma 3.8]) that in the metric of H(kq),

n! £
h m — i n=m
(2" 2" nkyy = ! (6.6)
0 otherwise
which enables us to characterize H(kq, &, Ex) as
n nl
H(ka,€,€) = F(2) = > Faz™: Fa€ L(E,E) and » wFnFn € L(E)
neNd neNd
The next step is to introduce the operator—valued sesquilinear form
n! _
(X, Ynry) = Z Tl Y, Xn, (6.7)

neNd
which makes sense and is £(&;, & )-valued for every choice of
Y(z)= Y Yaz" € H(ka,&1,E) and X(z) = Y Xn2" € H(ka, 2, E).
neNd neNd

Similarly to classical H? functions of the unit disk, the functions F € H(kg, &, &)
can be characterized as functions for which the multiplication operator Mg : & —
H(kq, C, E,) defined by the rule

Mpax=F(z)r (x€&) (6.8)

is bounded. Let us denote by By(E, &) the set of all contractive multipliers be-
tween £ and H(kq,C,E,), i.e., the set of all functions F' € H(kq,E, EL) for which
the corresponding multiplication operator Mg is a contraction. This set is char-
acterized in terms of the form (6.7) as

Bd(g, 5*) = {F S H(kd,57g*) : [F, F]H(kd) < Ig*} (6.9)
We consider the following tangential interpolation problem in the class B4(E, &x):
Problem 6.6. Given a set Q and a function o = (0y,...,04) : Q — B? given

functions h and g, which are respectively, £(£r,E,) and L(Er, £)-valued, find all
functions F' € By(&, &) such that

F(o(£))"h(¢) = g(&)- (6.10)

The next two lemmas will allow us to reduce Problem 6.6 to a tangential
problem for Schur functions.

Lemma 6.7. The following are equivalent:

1. F belongs to B4(&, Ex).
2. The kernel Kr defined below is positive on B?:

fe. F()F(w)* =0 (z weBY). (6.11)

KF(Z,’U}> = m
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3. F admits a representation

F(z) = So(z) (Ie — Z(2)51(2)) " (6.12)
for some Schur function S € Sq(&, &, ® (®4€)):
S(z) = [gggﬂ P {@5;5}7 2(2) = [ale ... zale]. (6.13)

Proof: The equivalence (1 < 2) follows from a more general fact that F is a
contractive multiplier between two reproducing kernel Hilbert spaces H(K;) and
H(K3) of functions analytic on a set 2 if and only if the kernel

Ky(z,w) — F(2)K1(z, w)F(w)*
is positive on Q. To show that (2 < 3), we represent Kp as
e = F(2)F(w)" + F(2)Z(2)Z(w)*F(w)*

Kr(zw) 1—{(z, w) ’

or, equivalently, as
A(z)A(w)" — B(z)B(w)”

Kp(zw) = 1—(z, w) ’

where
A(z)=[Is F(2)Z(z)] and B(z) = F(2).
By Theorem 6.1, K is positive on B if and only if there is a Schur function S as
in (6.13), so that
S
F(z) =B(2) = A(2)8(2) = [Ig F(z)Z(z)] [ O(z)} =50(z) + F(2)Z(2)51(2).

S1(2)
(6.14)
It remains to note that for z € B¢,

12(z)S1(2)]| < [[S1(2)[| <1

and therefore, the operator Iz — Z(2)S51(z) is boundedly invertible at every point
z € BY. Therefore, the representation (6.12) is equivalent to (6.14). O

Lemma 6.8. Let F be in By(E, &) and admit a representation (6.12) for some
Schur function S of the form (6.13). Then F satisfies the interpolation condition
(6.10) if and only if S is subject to

. h(¢) _
S | 7o) a] = 5O (6.5

Proof: Let F' be of the form (6.13). Then (6.10) takes the form
(Ie = S1(0(8))"Z(0(£)") ™" So((€))"h(€) = 8(&),

which is equivalent to

So(e(£))"h(g) = (Ie — S1(a(£))"Z(a(£))")&(&),
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that is, to
[Sue OS] | 70 o5 0ge)| =2

The last equality coincides with (6.15), in view of (6.13). O

The next theorem parametrizes the set of all solutions of Problem 6.6 in
terms of a Redheffer transform. In contrast to Problem 1.2, the transfer function
of this transformation is not a Schur function anymore, but nevertheless, it has
some special properties.

Theorem 6.9. The set of all solutions F of Problem 6.6 is parametrized by the
linear fractional transformation

F(2) = 011(2) + O12(2) (I — T(2)O22(2)) " T(2)O21(2) (6.16)

with the transfer function
— @11(2) @12(2) . £ 1. 5*~
O(z) = [ ©21(2) O22(z) } - L‘* o (48 @ A] L @ AJ (6.17)

and the parameter T from the class Sq(E®A,, E. & (BIE)BA) for some auziliary
Hilbert spaces A and A,. Moreover,

[glﬂ < Bult, [5 ei*ﬁj) and [8”8] € SiE. (@) @A, [ ‘9*~*]>.

Proof: By Theorem 5.1 the set of all Schur functions S of the form (6.13)
satisfying the interpolation condition (6.15) is parametrized by the linear fractional
transformation

_ So(2) _ E(1)1(2’) E(1)2(2') - -1

S(z) = [Sl(z)] = [E%l(z) + S (2) (I —T(2)S22(2)) T(2)Z21(2) (6.19)
with the transfer function

o= 50 st y e | o)

M(z) = | Xi1(z) Xia(z : { P ~} — | 91¢ 6.20

Yo1(z)  ¥aa(2) £ @ (e16) e A EDA,
in the Schur class S4(€ © &, @ (B1€) A, &, @ (efe)af 625*) and the parameter
T from the class Sq(€ & A, & @ (BYE) & A), where A and A, are auxiliary

Hilbert spaces isomorphic to the defect spaces of the isometry V associated to the
interpolation problem (6.15).

Parametrization (6.19) splits into

Se(z) = T4, (2) + Sa(2) ([ = T(:)522(2)) " T(:)Sm(z) (€ =0,1)
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which, being substituted into representation (6.12), leads to
-1
F =[50+ 50 (1= TS02) ™ TSt | [T = Z(Sh + Tl (T = T22) 7 T531)]
(6.21)
By Lemma 6.8, the last formula describes all the solutions F'F' of Problem 6.6. It
remains to show that (6.21) can be rewritten in the form (6.16).
Since the block 31, is a Schur function, the operator I —Z(2)%1; (2) is bound-
edly invertible at every point z € B?, which allows us to introduce functions

o] = [Eh] e -zeshen ™. 622)
[gﬁﬂ - EE%EEQ (I-2(=)54(2) " Z(2)(2). (6.23)

It is easily verified by a straightforward computation that
-1
{I 738, — 28, (I — TSy) " 7221}
= (I-2z5! )" <I+Z2}2 (1—7922)*17921) (6.24)
and that
(I —T%a9) ' T80 (I — Z%1) 1 Z8L, (I — TOy) "
= ([ —TOy) ' —(I-T%y) ". (6.25)

Substituting (6.24) into (6.21), making use of (6.25) and taking into account (6.22)
and (6.23), we get

F = [2(1’1 F 30 (= TSy) " 7221} (I Z5i)"!
+30(I - Z51,) 71 28], (I - TO2) ' TOy
450, [(1 L TOy) T (I — 7222)—1} TO,,
= SO (I =25} + 50 (1= Z5]) ' 28] (1 = TO2) ' TOx
+50 (1 = T02) "' TOn
= O11+061(I—- 7922)71 T Oy,

which coincides with (6.16). Furthermore, it follows from the block decomposition

291 (2)
(6.20) of ¥ that the function |X21(z)| is a Schur function. Applying the assertion
hi(2)
20
(83 =1) in Lemma 6.7 to the functions Sy = [211] and S; = ¥1; we conclude
21

then that the function on the right hand side of (6.21) belongs to B4 (&, [5 @f*ﬁ } ).

Finally, the function on the right hand side of (6.22) can be considered as the
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Redheffer transform of the Schur function Z(z). It belongs to the Schur class,
since the transfer function of this transform,

E95(2)  X91(2)

222(2) 221(2’)

Yia(2) Eh(2)

belongs to the Schur class, which follows immediately from (6.20). g

7. Appendix: a numerical example

In conclusion we illustrate the general construction done in Sections 4 and 5 by
a simple numerical example. Let us consider the following boundary interpolation
problem: Given to points $1 = (1,0) and B2 = (0,1) on the unit sphere, find all
scalar functions S € Sz(C, C) such that

}Lr% S(rp1) =1, }1_12 S(rfz) = -1 (7.1)

and ) )
e . e L I
Thus d = 2, O, = {81,602}, a(f1) = a(f2) =1, c(B1) =1, c(B2) = -1, ¥(51) =1

and ¥(02) = 5. Furthermore,

a(0)a(l) — e(B)elF)
P— v 1= (B, B2) _ [ 12 }
a(fB2)a(fB1) — c(B2)c(B1) U(3s) 2 5]
1— (B, fr) ?
NIZH 8} NF[g (1)] X=[1 1] and Y=[1 —1].
In the present setting, the isometry V defined in (4.9) takes the form
1 PN, f ]
V: {E;f]f}ﬁ P:Nof |, fe€C?
Xfo
Note that
1 1711 1 1 [1 0] 1 170 1
el s ) Bl o) =500 5]

Thus the matrix of the operator V with respect to standard bases in C3 and C®
(which still is denoted by V) satisfies

0
0
1
3

V2 V2



160 Ball and Bolotnikov IEOT

A routine calculation shows that

5 3 V2
. 5 3 2
1 5  —3v2
3 15 —9V2
6v2 8v2 82

The next step is construct the universal unitary colligation Uy defined in (5.1). In
the present context Uy is the 6 x 6 unitary matrix whose upper left 5 x 3 submatrix
coincides with V. Omitting calculations, we present Uy explicitly:

5 3wz 1 0 _ 5

22 22 22 V2 V22

5 3 2 e 0 _ /5

22 22 22 V2 V22

1 5 3v2 g 3 1

U, = 22 22 22 V10 110
0= 3 1 _9v2 1 __3

22 22 22 V10 V110

3v2 42 4 0 0 5

11 11 11 Vi1
_2v2 V2 1 0 0 0

Vii VI Vit i

By (5.3), the characteristic function 3 of the unitary colligation
Qo = {(Cz, C?, C?, UO} takes the form

S(z) = [

4 V5
_[ & 0 0 —151]
7= 0.0 0
3v2  4v2 5 3 1 5 I\t
t B B | (e-a[2 % ]-2]2 #])
11 11 22 22 22 2
w21 g B 32 g 3 1
< | » 22 2 2 |4, 22 V10 110
R IV W W Vs 92 g L 3
22 2 22 22 10 110

Setting for short
d(z1,22) = 2120 — 421 — 829 + 11
and taking into account that

(s

[ 22 — 321 — 1529 321 + 529

5 -1 _ _
:| ., |: é % :|) _ 521 + 322 22 — 5z — 2o ’
22 22 2d(z1, 22)

NMENE
MG
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we get
22 — 321 — 152’2 32’1 + 522 72’1 — 322
> ( ) . 4 " 521 + 329 22 — 521 — 29 721 — 929
= 242d(z1, z2)
321 — Tzo +4

_ 7.3
2129 — 421 — 829 + 11 ( )

[3 4]

and quite similarly,

Sia(z) = { 21(1 — 21 +229)  22(5zo — 221 —5)  V11(5 — 521 — 52z + 2122) ]
12 d(z1,22) \/5d(zl, 29) \/gd(zh 29) ’

Yo1(2) = \/ﬁ(ldzzfdlg — 22),

S (2) = { VIlz1(3 — 21 —229)  V11z(7— 22 —52) 521 — 2 — 4212 }
22 d(zl,Zz) \/5d(21,222) \/gd(thQ)

By Theorem 5.1, all functions S € S(C,C) satisfying interpolation conditions
(7.1), (7.2) are parametrized by formula (5.4) with the parameter 7 varying over
the class So(C, C?). Choosing 7 to be a constant vector in C? of the norm || 7| < 1,
we get via (5.4) a family of rational solutions of the problem of McMillan degree
not greater than four. The choice 7 = 0 leads to the function S(z) = £11(z). This
function is analytic at 51 and (3 and it is readily seen that

211(51) = 211((1,0)) =1 and 211(52) = 211((07 1)) = —1.

Furthermore,

and

r—1 1— 7'2 r—1 1-— 7"2
Another choice of

leads via (5.4) to
321 — Tzg + 4 (1 —21)(1—29) 5+ 52129 — 227 — 321 — H2o

S(z)= .
(2) 2120 —421—8z9+11  z129—421—829+11 5z129 — 92 —5Z2+2z%+7
A simple computation shows that
2r+3 3—57r
S(rp) = S(r) =

7T—2r’ 7—5r
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Thus S satisfies conditions (7.1) and

o L IS8R

4 1-— 2
=-<1, limM:S.
r—1 1—17r2 5

r—1 1—1r2
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