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1 Operator approach to quantum error correction

The idea of quantum error correction is developed in quantum computing to protect quantum infor-

mation from errors due to decoherence and other quantum noise during transmitting information in

quantum channel. During the mid 1990s, Shor [21] and Steane [22] suggested examples on how data

could be redundantly encoded in the states of a quantum system, and how the redundancy could

be used to protect the data. Then this research topic took flight in a short period of time by many

researchers [1, 2, 3, 10, 11, 12, 20, 22] and their references, and is still under rapid development.

Mathematically, given a finite dimensional complex Hilbert space ℋ (usually identified as ℂn),

a quantum channel can be viewed as a trace preserving completely positive linear map Φ : B(ℋ)→
B(ℋ) with the operator sum representation

Φ(�) 7→
r∑
j=1

Ej �E
†
j with

r∑
j=1

E†jEj = I, (1)

see [4]. In the context of quantum error correction, the matrices E1, . . . , Er in (1) are known as the

error operators associated with the channel Φ.

Example 1.1 Consider two quantum channels Φ and Ψ acting on a single qubit with operator

sum representations Φ(�) =
∑2

j=1Ej�E
†
j and Ψ(�) =

∑2
j=1 Fj�F

†
j , respectively, where

E1 =
1√
2

[
1 0
0 1

]
, E2 =

1√
2

[
1 0
0 −1

]
, F1 =

[
1 0
0 0

]
, and F2 =

[
0 0
0 1

]
.

Notice that F1 = (E1 + E2)/
√

2 and F2 = (E1 − E2)/
√

2. Thus, for any � ∈M2,

Ψ(A) =
1

2
(E1 + E2)�(E1 + E2)

† +
1

2
(E1 − E2)�(E1 − E2)

† = E1�E
†
1 + E2�E

†
2 = Φ(�).

From the above example, one can see that the sum representation for a quantum channel is not

unique.
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Theorem 1.2 Suppose

Φ(�) =

r∑
j=1

Ej�E
†
j and Ψ(�) =

s∑
k=1

Fj�F
†
j

are two quantum channels. By adding zero operators, if necessary, one can assume that r = s.

Then Φ = Ψ if and only if there exists a r × r unitary matrix U = [uij ] such that

Ei =

r∑
j=1

uijFj for all i = 1, . . . , r.

Proof of the theorem can be found in [20, Theorem 8.2].

1.1 Quantum error correcting code

Definition 1.3 Let V be a subspace of ℋ and PV the orthogonal projection of ℋ onto V. Then V
is a quantum error correcting code (QECC) for a quantum channel Φ on B(ℋ) if there exists

a quantum channel (trace preserving completely positive linear map) Ψ : B(ℋ)→ B(ℋ) such that

Ψ ∘ Φ(�) = � for all � ∈ B(ℋ) with � = PV�PV . (2)

Such map Ψ is called a recovery channel of Φ.

Remark 1.4 If we identify ℋ with ℂn and U is an n×n unitary matrix with columns ∣u1⟩, . . . , ∣un⟩
so that the first k states ∣u1⟩, . . . , ∣uk⟩ form a basis for V, where k = dimV, then the equation (2)

can be restated as

Ψ ∘ Φ

(
U

[
�̃ 0
0 0

]
U †
)

= U

[
�̃ 0
0 0

]
U † for all �̃ ∈Mk.

Knill and Laflamme gave a necessary and sufficient condition for the existence of a quantum

error correcting code; see [12].

Theorem 1.5 Let Φ : B(ℋ) → B(ℋ) be a quantum channel of the form (1). Suppose V is a

subspace of ℋ and PV is the orthogonal projection with V as the range space. Then the following

statements are equivalent.

(a) V is a quantum error correcting code for Φ.

(b) PVE
†
iEjPV = �ij PV for some complex numbers �ij for 1 ≤ i, j ≤ r.

Proof of Theorem 1.5. The proof presented here is based on [20, Section 10.3].

Suppose the condition (b) holds and for notation simplicity write P = PV . Let Λ = [�ij ] and

q = rank Λ. Then Λ is a r × r Hermitian matrix. By Theorem 1.2, one may assume that Λ is a

diagonal matrix with positive diagonal entries �11, . . . , �qq and zero elsewhere. (Exercise!)
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Notice that PE†iEjP = �ijP for all 1 ≤ i, j ≤ r. By polar decomposition, there is a unitary Uk

such that

EkP = Uk(PE
†
kEkP )

1
2 =

√
�kk UkP.

Let Pk = UkPU
†
k = EkPU

†
k/
√
�kk for k = 1, . . . , q. Then for any 1 ≤ k, ℓ ≤ q,

P †kPℓ =
1√

�kk�ℓℓ
UkPE

†
kEℓPU

†
ℓ =

�kℓ√
�kk�ℓℓ

UkPU
†
ℓ =

{
UkPU

†
k k = ℓ,

0 k ∕= ℓ.

Thus, the projections P1, . . . , Pq are pairwise orthogonal. Let Pq+1 = I −
∑q

k=1 Pk and Uq+1 = I.

Notice that P 2
q+1 = Pq+1 and P †q+1Pj = 0 for all 1 ≤ j ≤ q. Now define the recovery channel

Ψ : B(ℋ)→ B(ℋ) by

Ψ(�) =

q+1∑
k=1

U †kPk�PkUk.

Clearly,
∑q+1

k=1 PkUkU
†
kPk =

∑q+1
k=1 Pk = I and hence Ψ is trace preserving. Now for any � with

� = P�P , as EkP = 0 for all k > q,

�(�) =

r∑
k=1

EkP�PE
†
k =

q∑
k=1

EkP�PE
†
k =

q∑
k=1

�kkPkUk�U
†
kPk,

and so

Ψ ∘ Φ(�) =

q+1∑
ℓ=1

q∑
k=1

�kkU
†
ℓPℓPkUk�U

†
kPkPℓUℓ =

q∑
k=1

�kkP�P = P�P = �.

Thus, V is a quantum error correcting code for Φ.

Conversely, suppose there is a recovery quantum channel Ψ : B(ℋ) → B(ℋ) of the form

Ψ(�) =
∑p

k=1Rk�R
†
k such that Ψ ∘ Φ(�) = � for all � with � = P�P . Then

p∑
k=1

r∑
j=1

RkEjP�PE
†
jR
†
k = P�P for all � ∈ B(ℋ).

By Theorem 1.2, there are scalars cjk ∈ ℂ such that

RkEjP = cjkP for all 1 ≤ j ≤ r, 1 ≤ k ≤ p.

Notice that
∑p

k=1R
†
kRk = I. Thus for any 1 ≤ i, j ≤ r,

PE†iEjP =

p∑
k=1

PE†iR
†
kRkEjP =

p∑
k=1

cikcjkP.

Then the condition (b) holds. □
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Remark 1.6 Several remarks on quantum error correcting code.

1. A quantum error correcting code is said to be a degenerate code if the r × r Hermitian

matrix Λ = [�ij ], defined in the proof of Theorem 1.5, is singular; otherwise it is called an

non-degenerate code.

2. Suppose U is the n× n unitary matrix given in Remark 1.4. Then condition (b) of Theorem

1.5 is equivalent to

U †E†iEjU =

[
�ijIk ∗
∗ ∗

]
for all 1 ≤ i, j ≤ r.

This will lead to the discussion of joint higher rank numerical range defined in the next

section.

3. The proof of Theorem 1.5 is constructive and provides a procedure for constructing a re-

covery channel Ψ of Φ. However, the recovery channel Ψ may be hard to implement as the

construction involves projection operators.

Example 1.7 Consider the three-qubit bit-flip channel Φ : M8 →M8 defined by

Φ(�) =
3∑
j=0

Xj�X
†
j ,

with error operators

X0 =
√
p0 I2⊗I2⊗I2, X1 =

√
p1 �x⊗I2⊗I2, X2 =

√
p2 I2⊗�x⊗I2, and X3 =

√
p3 I2⊗I2⊗�x,

where
∑3

j=0 pj = 1. Then V = span {∣000⟩, ∣111⟩} is a QECC for Φ. The recovery channel is given

by

Ψ(�) =
3∑
j=0

PX†j �XjP�P�P + (I − P )�(I − P ) with P = ∣000⟩⟨000∣+ ∣111⟩⟨111∣ = E11 + E88.

Exercise

1. Complete the first part of the proof in Theorem 1.5.

2. Verify that V is QECC for Φ in Example 1.7. Also show that Ψ is a corresponding recovery

channel.

1.2 Decoherence free subspace and Noiseless subsystem

Definition 1.8 A subspace V of ℋ is said to be a decoherence free subspace (DFS) for a

quantum channel Φ on B(ℋ) if

Φ(�) = � for all � ∈ B(ℋ) with � = PV�PV , (3)

where PV is the orthogonal projection of ℋ onto V.
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Remark 1.9 Notice that a decoherence free subspace is a QECC with identity map as the recovery

channel. In general, any QECC for a quantum channel Φ is a decoherence free subspace of the

channel Ψ ∘ Φ. Different from the quantum error correcting code, the method of decherence free

subspace is a passive error correction scheme. Data is stored in a special subspace so that it will

not be affected by noise. However, the disadvantage of this scheme is that such decoherence free

subspace may not exist.

Definition 1.10 A subsystem ℋB is said to be a noiseless subsystem (NS) for a quantum

channel Φ on B(ℋ) if there are a co-subsystem ℋA and a subspace K so that ℋ has a decomposition

ℋ = (ℋA ⊗ℋB) ⊕ K in which for any �A ∈ B(ℋA) and �B ∈ B(ℋB), there is �A ∈ B(ℋA) such

that

Φ
(
�A ⊗ �B

)
= �A ⊗ �B. (4)

Remark 1.11 Some remarks on decoherence free subspace and noiseless subsystem.

1. Suppose U is a unitary matrix with columns ∣u1⟩, . . . , ∣un⟩ so that {∣u1⟩, . . . , ∣un⟩} is a basis

of ℋ corresponding to the decomposition (ℋA⊗ℋB)⊕K with dimℋA = p and dimℋB = k.

Then the equation (4) can be restated as follows.

For any �A ∈Mp and �B ∈Mk, there is a �A ∈Mp such that

Φ

(
U

[
�A ⊗ �B 0

0 0

]
U †
)

= U

[
�A ⊗ �B 0

0 0

]
U †.

2. Notice that a decoherence free subspace is indeed a special case of noiseless system, i.e., when

dimℋA = 1. Following the same notations, the equation (3) can be restated as

Φ

(
U

[
�̃ 0
0 0

]
U †
)

= U

[
�̃ 0
0 0

]
U † for all �̃ ∈Mk.

In the following, we provide a simple example for noiseless system, which is originally from [13].

Example 1.12 Consider the quantum channel Φ : M4 → M4 with error operators E1 = F1 ⊗ I2
and E2 = F2 ⊗ I2, where

F1 =

[√
� 0

0
√

1− �

]
and F2 =

[
0

√
�√

1− � 0

]
,

for some 0 ≤ � ≤ 1. Decompose ℂ4 = ℋA ⊗ ℋB with respect to the standard basis so that

ℋA = ℋB = ℂ2. Then for any �A ∈ B(ℋA) and �B ∈ B(ℋB),

Φ(�A ⊗ �B) =
(
F1�

AF †1 + F2�
AF †2

)
⊗ �B = �A ⊗ �B.

There are several equivalent definitions for noiseless subsystem, see the following proposition.

The proof of the proposition can be found in [13].
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Proposition 1.13 Given a decomposition ℋ = (ℋA ⊗ ℋB) ⊕ K and a quantum channel Φ on

B(ℋ). The following conditions are equivalent.

(1) ℋB is a noiseless subsystem.

(2) For any �A ∈ B(ℋA) and �B ∈ B(ℋB), there is �A ∈ B(ℋA) such that

Φ(�A ⊗ �B) = �A ⊗ �B.

(3) For any �B ∈ B(ℋB), there is �A ∈ B(ℋA) such that

Φ(IA ⊗ �B) = �A ⊗ �B.

(4) For any �A ∈ B(ℋA) and �B ∈ B(ℋB),

TrA
(
PAB ∘ Φ(�A ⊗ �B)

)
= �B,

where PAB is the orthogonal projection of ℋ onto ℋA ⊗ℋB.

To present a necessary and sufficient condition for the existence of noiseless system, we need

the following notations. Fixed orthonormal bases {∣a1⟩, . . . , ∣ap⟩} and {∣b1⟩, . . . , ∣bk⟩} for ℋA and

ℋB, respectively. Let

Pij = ∣ai⟩⟨aj ∣ ⊗ IB for all 1 ≤ i, j ≤ p.

Notice that PAB = P11 + ⋅ ⋅ ⋅+Ppp is the orthogonal projection of ℋ onto ℋA⊗ℋB. The following

result was proved in [13].

Theorem 1.14 Given a decomposition ℋ = (ℋA ⊗ℋB)⊕K and a quantum channel Φ on B(ℋ).

Then ℋB is a noiseless subsystem for Φ if and only if

EsPAB = PABEsPAB for all 1 ≤ s ≤ r, (5)

and there are scalars �i,j,s ∈ ℂ such that

PiiEsPjj = �i,j,sPij for all 1 ≤ i, j ≤ p, 1 ≤ s ≤ r. (6)

Remark 1.15 Let U be a unitary matrix with states ∣a1⟩ ⊗ ∣b1⟩, ∣a1⟩ ⊗ ∣b2⟩, . . . , ∣ap⟩ ⊗ ∣bk⟩ as the

first pk columns. Then equations (5) and (6) hold if and only if

U †Es U =

[
Λ(s) ⊗ IB ∗

0 ∗

]
with Λ(s) =

[
�i,j,s

]
for all 1 ≤ s ≤ r.

Corollary 1.16 Let Φ : B(ℋ)→ B(ℋ) be a quantum channel of the form (1). Then a subspace V
of ℋ is a decoherence free subspace for Φ if and only if there are scalars �s ∈ ℂ such that

EsPV = �sPV for all 1 ≤ s ≤ r.
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Example 1.17 Consider the quantum channel Φ : M4 →M4 with error operators

E1 =

⎡⎢⎢⎣
√

1− 2� 0 0 0
0 1 0 0
0 0 1 0
0 0 0

√
1− 2�

⎤⎥⎥⎦ and E2 =

⎡⎢⎢⎣
√
� 0 0 0

0 0 0
√
�√

� 0 0 0
0 0 0

√
�

⎤⎥⎥⎦
for some 0 ≤ � ≤ 1. Let U = E11 + E24 + E33 + E42. Then

U †E1U =

[√
1− 2� 0

0 1

]
⊗ I2 and U †E2U =

[√
� 0√
� 0

]
⊗ I2.

So for any �B ∈M2,

Φ
(
U(IA ⊗ �B)U †

)
= U(�A ⊗ �B)U † where �A =

[
1− � �
� 1 + �

]
.

Equivalently, ℋB is a noiseless subsystem if one decompose ℋ to ℋA⊗ℋB, dimℋA = dimℋB = 2,

with respect to the basis {∣00⟩, ∣11⟩, ∣10⟩, ∣01⟩}.

Exercise Verify all the detail in Example 1.17. Also show that this channel Φ has a 2-dimensional

decoherence free subspace.

1.3 QECC vs DFS

Suppose a quantum channel Φ on B(ℋ) has a quantum error correcting code V. Although the

subspace V may not necessarily be a decoherence free subspace, the behavior of Φ on V is indeed

quite close to those on a decoherence free subspace. In fact, one can compose the quantum channel

Φ with a unitary similarity transform so that the output state is a direct sum of zero operator and

a tensor product of the decoded qubit state and an encoding ancilla state. The following idea was

introduced in [14].

Theorem 1.18 Let Φ : B(ℋ) → B(ℋ) be a quantum channel of the form (1) with n = dimℋ.

Suppose Φ has a k-dimensional quantum error correcting code V with orthogonal projection PV =

WW † with W †W = Ik. Then there is a unitary R and a positive definite � ∈ Mq with q ≤ n/k

such that

Φ
(
W�̃W †

)
= R

[
� ⊗ �̃ 0

0 0

]
R† for all �̃ ∈Mk.

In particular, if k divides n so that B(ℋ) can be regarded as Mn/k ⊗Mk, there is a positive semi-

definite � ∈Mn/k such that

Φ
(
W�̃W †

)
= R(� ⊗ �̃)R† for all �̃ ∈Mk,

and a recovery channel can be constructed as the map Ψ : B(ℋ)→ B(ℋ) defined by

Ψ(�) = W ( Tr1(R
†�R) )W †,

where Tr1 stands for the partial trace over the encoding ancilla Hilbert space.
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Proof of Theorem 1.18. Suppose the equivalent conditions in Theorem 1.5 hold. Let q be the

rank of the r × r Hermitian matrix Λ = [�ij ]. By a similar argument as in Theorem 1.5, we

may assume that PE†iEjP = �ijP for 1 ≤ i, j ≤ r, where �ij = 0 for all i and j, except for

(i, j) = (1, 1), (2, 2), . . . , (q, q).

Define E =
[
E1 E2 ⋅ ⋅ ⋅ Eq

]
and � = diag (�11, . . . , �qq). Since P = WW † with W †W = Ik,

it follows that

W †E†iEjW = �ijIk and (Iq ⊗W )†E†E(Iq ⊗W ) = � ⊗ Ik.

Define an n× qk matrix

R1 = E(Iq ⊗W )(�−1/2 ⊗ Ik).

Then R†1R1 = Iqk. Take an n× (n− qk) matrix R2 such that R =
[
R1 R2

]
is unitary. Notice that

R†E(Iq ⊗W ) = R†R1(�
1/2 ⊗ Ik) =

[
�1/2 ⊗ Ik

0

]
.

Now for any �̃ ∈ Mk, let � = W�̃W †. Since W †E†jEjW = �jjIk = 0 and hence EjW = 0 for all

j > q,

Φ(�) =
r∑
j=1

Ej(W�̃W †)E†j =

q∑
j=1

Ej(W�̃W †)E†j = E(Iq ⊗ (W�̃W †))E†.

It follows that

R†Φ(�)R = R†E(Iq ⊗W )(Iq ⊗ �̃)(Iq ⊗W †)E†R

=

[
�1/2 ⊗ Ik

0

]
(Iq ⊗ �̃)

[
�1/2 ⊗ Ik 0

]
=

[
� ⊗ �̃ 0

0 0

]
.

The result follows. □

Remark 1.19 If one extends W to a unitary matrix U , then the equation in Theorem 1.18 can be

restated as

Φ

(
U

[
E11 ⊗ �̃ 0

0 0

]
U †
)

= R

[
� ⊗ �̃ 0

0 0

]
R† for all �̃ ∈Mk.

The two unitary matrices U and R can be regarded as different orthonormal bases of ℋ. Respect to

these two different bases, Φ actually sends E11⊗ �̃ to �⊗ �̃. In some cases, U and R can be chosen

to be the same unitary matrix. Then one can decompose ℋ as ℋ = (ℋA⊗ℋB)⊕K and there exist

a state ∣a⟩ ∈ ℋA and �A ∈ B(ℋA) such that

Φ
(
∣a⟩⟨a∣ ⊗ �B

)
= �A ⊗ �B for all �B ∈ B(ℋB).
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Example 1.20 We now revisit the same three-qubit bit-flip quantum channel in Example 1.7 to

clarify Theorem 1.18. The corresponding quantum error correcting code is V = span {∣000⟩, ∣111⟩}
and the projection is

P = ∣000⟩⟨000∣+ ∣111⟩⟨111∣ = E11 + E88,

which is also written as P = WW †, where

W =

[
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1

]†
.

Evidently, W †W = I2. A one-qubit state ∣ 0⟩ = �∣0⟩ + �∣1⟩ is encoded with two encoding ancilla

qubits as ∣ ⟩ = �∣000⟩+ �∣111⟩. Let

�̃ = ∣ 0⟩⟨ 0∣ =
[
∣�∣2 ��∗

�∗� ∣�∣2
]
. (7)

The encoded state is then

� = W�̃W † =

⎡⎢⎢⎢⎢⎢⎣
∣�∣2 0 0 0 0 0 0 ��∗

0 0 0 0 0 0 0 0
...

...
0 0 0 0 0 0 0 0
�∗� 0 0 0 0 0 0 ∣�∣2

⎤⎥⎥⎥⎥⎥⎦ . (8)

It is easy to verify (exercise!) that � = diag (p0, p1, p2, p3) and

R = R1 = E11 + E27 + E35 + E44 + E53 + E66 + E78 + E82,

It follows that

R†Φ(�)R = � ⊗ �̃. (9)

Now the decoded state �̃ appears in the output with no syndrome measurements nor explicit

projection. It should be pointed out that the unitary operation R is independent of the choice of

nonnegative numbers pj .

Exercise Verify the construction of D and R in Example 1.20 and show that these R and D satisfy

equation (9).

1.4 Operator quantum error correction

In the paper [13], Kribs et al. introduced a more generalized approach to quantum error correction.

They call this scheme the operator quantum error correction (OQEC).

9
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Definition 1.21 A subsystem ℋB is said to be a correctable subsystem (CS) for a quantum

channel Φ on B(ℋ) if there are a quantum channel Ψ on B(ℋ), a co-subsystem ℋA, and a subspace

K so that ℋ has a decomposition ℋ = (ℋA⊗ℋB)⊕K and for any �A ∈ B(ℋA) and �B ∈ B(ℋB),

there is �A ∈ B(ℋA) such that

Ψ ∘ Φ(�A ⊗ �B) = �A ⊗ �B. (10)

Or equivalently, Φ satisfies

TrA
(
PAB ∘Ψ ∘ Φ(�A ⊗ �B)

)
= �B for all �A ∈ B(ℋA) and �B ∈ B(ℋB),

where PAB is the orthogonal projection of ℋ onto ℋA ⊗ℋB.

A necessary and sufficient condition for the existence of correctable system was also given in

[13].

Theorem 1.22 Given a decomposition ℋ = (ℋA ⊗ℋB)⊕K and a quantum channel Φ on B(ℋ).

Then ℋB is a correctable subsystem for Φ if and only if there are scalars �i,j,s,t ∈ ℂ such that

PiiE
†
sEtPjj = �i,j,s,t Pij for all 1 ≤ i, j ≤ p, 1 ≤ s, t ≤ r. (11)

Remark 1.23 Remarks on operator quantum error correction.

1. A noiseless subsystem is a correctable subsystem with identity map as the recovery channel.

Also a correctable subsystem will reduce to a QECC if ℋA has dimension 1. So this approach

can be regarded as a unified formalism for all the technique mentioned in the subsections.

2. The equation (11) holds if and only if there is a unitary U such that

U †E†sEt U =

[
Λ(s,t) ⊗ IB ∗

∗ ∗

]
with Λ(s,t) =

[
�i,j,s,t

]
for all 1 ≤ s, t ≤ r.

10
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2 Joint higher rank numerical range

Motivated by Theorem 1.5, researchers study the (joint) higher rank numerical range defined as

follows, see for example [5, 6, 7, 8, 16, 17, 18, 23].

Definition 2.1 Given A1, . . . , Am ∈ Mn. The (joint) rank-k numerical range Λk(A) of the

matrices A = (A1, . . . , Am) is defined as the collection of (a1, . . . , am) ∈ ℂ1×m such that

PAjP = ajP, j = 1, . . . ,m,

for some rank-k orthogonal projection P .

Given a quantum channel Φ : Mn → Mn with error operators E1, . . . , Er. Then Φ has a

k-dimensional quantum correcting code if and only if

Λk(E
†
1E1, E

†
1E2, . . . , E

†
rEr) ∕= ∅.

It is easy to check that (a1, . . . , am) ∈ Λk(A1, . . . , Am) if and only if any one of the following holds.

(i) There is a unitary U ∈Mn such that U †AjU =

[
ajIk ∗
∗ ∗

]
for j = 1, . . . ,m.

(ii) There is an n× k matrix X such that X†X = Ik and X†AjX = ajIk for j = 1, . . . ,m.

Note that Λ1(A1, . . . , Am) reduces to the (classical) joint numerical range of the matrices

A1, . . . , Am defined and denoted by

W (A1, . . . , Am) = {(⟨x∣A1∣x⟩, . . . , ⟨x∣Am∣x⟩) : ∣x⟩ ∈ ℂn, ⟨x∣x⟩ = 1},

which is useful in the study of matrices and operators; see [9].

2.1 Single matrix case

Example 2.2 Consider the bi-unitary channel

Φ(�) = pU1�U
†
1 + (1− p)U2�U

†
2 ,

where U1 and U2 are unitary. Then Φ has a k-dimensional QECC if and only if

Λk(U
†
1U2) ∕= ∅.

From the above example, it is of interest to study rank-k numerical range of a single matrix,

Λk(A). Here are some basis properties.

(P1) For any a, b ∈ ℂ, Λk(aA+ bI) = aΛk(A) + b.

(P2) For any unitary U ∈Mn, Λk(U
†AU) = Λk(A).

11
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(P3) For any n× r matrix V with r ≥ k and V †V = Ir, we have Λk(V
†AV ) ⊆ Λk(A).

(P4) Suppose n < 2k. The set Λk(A) has at most one element.

The following results have been proved in [5, 7, 16, 18, 23].

Theorem 2.3 Let A ∈Mn and k ∈ {1, . . . , n}.

(a) If n ≥ 3k − 2, then Λk(A) is non-empty.

(b) If n < 3k − 2, there is B ∈Mn such that Λk(B) = ∅.

(c) If A = A† has eigenvalues �1(A) ≥ ⋅ ⋅ ⋅ ≥ �n(A), then

Λk(A) = [�n−k+1(A), �k(A)],

where the interval is an empty set if �n−k+1(A) > �k(A) when k > n/2.

(d) We have

Λk(A) =
∩

�∈[0,2�)

{
� ∈ ℂ : ei��+ e−i��̄ ≤ �k(ei�A+ e−i�A†)

}
,

where �k(H) denotes the k-th largest eigenvalue of the Hermitian matrix H ∈Mn.

(e) Λk(A) is always convex.

(f) If A ∈Mn is a normal matrix with eigenvalues �1, . . . , �n, then

Λk(A) =
∩

1≤j1<⋅⋅⋅<jn−k+1≤n
conv{�j1 , . . . , �jn−k+1

}.

2.2 General case

Let Hn be the space of n× n Hermitian matrices. Suppose

Aj = H2j−1 + iH2j with H2j−1, H2j ∈ Hn for j = 1, . . . ,m.

Then Λk(A1, . . . , Am) ⊆ ℂm can be identified with Λk(H1, . . . ,H2m) ⊆ ℝ2m. Thus, we will focus

on the joint rank-k numerical ranges of Hermitian matrices in our discussion. Here are some basic

properties.

Proposition 2.4 Suppose A = (A1, . . . , Am) ∈ Hm
n , and T = [tij ] is an m × r real matrix. If

Bj =
∑m

i=1 tijAi for j = 1, . . . , r, and B = (B1, . . . , Br), then

{(a1, . . . , am)T : (a1, . . . , am) ∈ Λk(A)} ⊆ Λk(B).

The inclusion becomes equality if {A1, . . . , Am} is linearly independent and

span {A1, . . . , Am} = span {B1, . . . , Br}.

12
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In view of the above proposition, in the study of the geometric properties of Λk(A), we may

always assume that A1, . . . , Am are linearly independent.

Proposition 2.5 Let A = (A1, . . . , Am) ∈ Hm
n , and let k < n.

(a) For any real vector � = (�1, . . . , �m),

Λk(A1 − �1I, . . . , Am − �mI) = Λk(A)− �.

(b) If (a1, . . . , am) ∈ Λk(A), then (a1, . . . , am−1) ∈ Λk(A1, . . . , Am−1).

(c) Λk+1(A) ⊆ Λk(A).

Proposition 2.6 Let A ∈ Hm
n and 1 < k < n. Then Λk(A) is non-empty if

n ≥ (k − 1)(m+ 1)2.

If Λk(A1, . . . , Am) has a non-trivial convex subset, then it is more resistant to perturbation.

Recall that a set S ⊆ ℝm is star-shaped with a star center �0 if for every � ∈ S, the line segment

joining �0 and � lies entirely in S.

Theorem 2.7 Let A = (A1, . . . , Am) ∈ Hm
n and k ∈ {1, . . . , n − 1}. If Λk̂(A) ∕= ∅ for some

k̂ ≥ (m+ 2)k, then Λk(A) is star-shaped and contains the convex subset convΛk̂(A) so that every

element in convΛk̂(A) is a star center of Λk(A).

Remark 2.8 There are many open problems for joint higher rank numerical range.

1. If A1, A2, A3 mutually commute and n ≥ 5, then Λ2(A1, A2, A3) is non-empty. For general

A1, A2, A3 ∈ Hn, we only know that Λ2(A1, A2, A3) is non-empty if n ≥ 7. How about

n = 5, 6?

2. It would be interesting to determine the minimum n (depending on m and k) for which

Λk(A1, . . . , Am) is non-empty, star-shaped, or convex.

Exercise

1. Prove the basis properties (P1) – (P4).

2. Suppose A ∈M8 is unitary with eigenvalues 1, w, . . . , w7, where w = ei2�/8. What are Λ2(A),

Λ3(A), and Λ4(A)? What if we replace the eigenvalue 1 by ei� for some small � > 0?

3. Suppose U is a 4 × 4 unitary matrix. Show that Λ2(U) is either a singleton set of a line

segment. Hence, show that a bi-unitary quantum channel on M4 always have a 2-dimensional

QECC.

4. Prove Propositions 2.5 and 2.6.

13
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3 Fully correlated quantum channel

A noisy quantum channel is called fully correlated when all the qubits constituting the codeword

are subject to the same error operators. This situation happens when size of the system is much

smaller than the wavelength of the external disturbance causing the error. In general, such quantum

channel has error operator of the form

W⊗n = W ⊗ ⋅ ⋅ ⋅ ⊗W with unitary W ∈M2.

We introduce operators

Xn = ⊗ni=1�x, Yn = ⊗ni=1�y and Zn = ⊗ni=1�z

acting on the n-qubit space ℂ2n = ⊗ni=1ℂ2, where n > 2. Consider the quantum channel of the

form

Φ(�) = p0�+ p1Xn�X
†
n + p2Yn�Y

†
n + p3Zn�Z

†
n with pj > 0 and

3∑
i=0

pi = 1. (12)

Notice that Φ has a k-dimensional quantum error correcting code if and only if Λk(Xn, Yn, Zn) ∕= ∅.
To prove this statement, recall that from Theorems 1.5, there is a QECC with dimension k if and

only if Λk({E†iEj}1≤i,j≤r) ∕= ∅. Notice that X2
n = Y 2

n = Z2
n = I and

XnYn = inZn, YnZn = inXn, ZnXn = inYn,

the channel (12) has a k-dimensional QECC if and only if

Λk(Xn, Yn, Zn, I) ∕= ∅.

By noting that PIP = P , we find Λk(Xn, Yn, Zn) ∕= ∅ if and only if Λk(Xn, Yn, Zn, I) ∕= ∅.

The following results can be found in [15].

Theorem 3.1 Suppose n > 2 is odd. Then Λ2n−1(Xn, Yn, Zn) ∕= ∅.

With the help of Theorem 1.18, one can prove the following.

Corollary 3.2 Suppose n is odd and Φ : M2n → M2n is a fully correlated quantum channel given

by

Φ(�) = p0�+ p1Xn�X
†
n + p2Yn�Y

†
n + p3Zn�Z

†
n.

There exist a unitary R ∈M2n and a density matrix �a ∈M2 such that

Φ
(
R(∣0⟩⟨0∣ ⊗ �̃)R†

)
= R (�a ⊗ �̃)R† for all �̃ ∈M2n−1 .

So one can encode (n− 1)-data qubit states to n-qubit codewords.

14
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Example 3.3 When n = 3, the recovery unitary matrix R ∈M8 can be chosen as

R = E11 + E42 + E73 + E64 + E85 + E56 + E27 + E38

= ∣000⟩⟨000∣+ ∣011⟩⟨001∣+ ∣110⟩⟨010∣+ ∣101⟩⟨011∣

+∣111⟩⟨100∣+ ∣100⟩⟨101∣+ ∣001⟩⟨110∣+ ∣010⟩⟨111∣,

which is indeed a permutation matrix. Figure 1 shows a quantum circuit of the matrix R for n = 3.

R R†

∣0⟩ ∙ ��������

Φ

�������� ∙ ∣ a⟩

∙ �������� �������� ∙
∣ ⟩ �������� ∙ ∙ �������� ∣ ⟩

⎧⎨⎩
⎫⎬⎭

Figure 1: An encoding and recovery circuit, which encodes and recovers an arbitrary 2-qubit state
∣ ⟩ with a single ancilla qubit initially in the state ∣0⟩. The quantum channel in the box represents
a quantum operation with fully correlated noise given in Eq. (12). The output ancilla state is
∗ = 0 (1) for error operators I and Z3 (X3 and Y3) for n = 3.

When n = 5, R can be chosen as

R = ∣00000⟩⟨00000∣+ ∣00011⟩⟨00001∣+ ∣00110⟩⟨00010∣+ ∣00101⟩⟨00011∣+ ∣01100⟩⟨00100∣
+∣01111⟩⟨00101∣+ ∣01010⟩⟨00110∣+ ∣01001⟩⟨00111∣+ ∣11000⟩⟨01000∣+ ∣11011⟩⟨01001∣
+∣11110⟩⟨01010∣+ ∣11101⟩⟨01011∣+ ∣10100⟩⟨01100∣+ ∣10111⟩⟨01101∣+ ∣10010⟩⟨01110∣
+∣10001⟩⟨01111∣+ ∣11111⟩⟨10000∣+ ∣11100⟩⟨10001∣+ ∣11001⟩⟨10010∣+ ∣11010⟩⟨10011∣
+∣10011⟩⟨10100∣+ ∣10000⟩⟨10101∣+ ∣10101⟩⟨10110∣+ ∣10110⟩⟨10111∣+ ∣00111⟩⟨11000∣
+∣00100⟩⟨11001∣+ ∣00001⟩⟨11010∣+ ∣00010⟩⟨11011∣+ ∣01011⟩⟨11100∣+ ∣01000⟩⟨11101∣
+∣01101⟩⟨11110∣+ ∣01110⟩⟨11111∣.

Figure 2 shows a quantum circuit of the matrix R for n = 5.

Now let us turn to the even n case.

Theorem 3.4 Suppose n > 2 is even. Then Λ2n−2(Xn, Yn, Zn) ∕= ∅ but Λ2n−1(Xn, Yn, Zn) = ∅.

For even n, one can encode at most (n−2)-data qubit states to n-qubit codewords. Furthermore,

one can show that Φ actually has a 2n−2-dimensional decoherence free subspace.

Corollary 3.5 Suppose n is even and Φ : M2n →M2n is a fully correlated quantum channel given

by

Φ(�) = p0�+ p1Xn�X
†
n + p2Yn�Y

†
n + p3Zn�Z

†
n.

There exists a unitary R ∈M2n such that

Φ
(
R(∣00⟩⟨00∣ ⊗ �̃)R†

)
= R (∣00⟩⟨00∣ ⊗ �̃)R† for all �̃ ∈M2n−2 .
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R R†

∣0⟩ ∙ ��������

Φ

�������� ∙ ∣ a⟩

∙ �������� �������� ∙

∙ �������� �������� ∙
∣ ⟩

∙ �������� �������� ∙
∣ ⟩

�������� ∙ ∙ ��������

⎧⎨⎩

⎫⎬⎭
Figure 2: An encoding and recovery circuit, which encodes and recovers an arbitrary 4-qubit state
∣ ⟩ with a single ancilla qubit initially in the state ∣0⟩. The quantum channel in the box represents
a quantum operation with fully correlated noise given in Eq. (12). The output ancilla state is
∗ = 0 (1) for error operators I and Z5 (X5 and Y5) for n = 5.

Example 3.6 When n = 4, consider the vectors

1√
2

(∣0000⟩+ ∣1111⟩), 1√
2

(∣0011⟩+ ∣1100⟩),

1√
2

(∣0101⟩+ ∣1010⟩), 1√
2

(∣0110⟩+ ∣1001⟩),

These vectors are invariant under the action of X4, Y4, and Z4. Thus, the space spanned by the four

vectors forms a 4-dimensional quantum error correcting code. Indeed, we find a decoherence-free

encoding for 2 qubits by projecting onto this invariant subspace spanned by these basis. It should

be noted that in this case, (1, 1, 1) ∈ Λ4(X4, Y4, Z4). Figure 3 shows a quantum circuit of the matrix

R for n = 4.

R R†

∣0⟩ ∙

Φ

∙ ∣0⟩

∣0⟩ �������� �������� �������� �������� ∣0⟩

∙ �������� �������� ∙
∣ ⟩ �������� ∙ ∙ �������� ∣ ⟩

⎧⎨⎩
⎫⎬⎭

Figure 3: An encoding and recovery circuit, which encodes and recovers an arbitrary 2-qubit state
� with two ancilla qubit initially in the state ∣00⟩⟨00∣. The quantum channel in the box represents a
quantum operation with fully correlated noise given in Eq. (12). The output ancilla state is always
∣00⟩⟨00∣, irrespective of error operators acted in the channel.

Exercise Define

V = span
{
∣j1 j2 . . . jn⟩ ∈ ℂ2n : number of k where jk = 1 is even

}
.

Show that when n is odd, V is a 2n−1-dimensional QECC for the quantum channel Φ of the form

(12). Also construct a 2n−2-dimensional QECC when n is even.
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